
International Communications in Heat and Mass Transfer 142 (2023) 106645

Available online 9 February 2023
0735-1933/© 2023 Elsevier Ltd. All rights reserved.

Data-driven model reduction for fast temperature prediction in a 
multi-variable data center 

Shu-Qi Jin a, Nan Li a, Fan Bai a, Yu-Jie Chen b, Xiang-You Feng a, Hao-Wei Li a, 
Xiao-Ming Gong a, Wen-Quan Tao a,* 

a Xi’an Key Laboratory of Energy Saving and Low Carbon Technology of Data Center, Key Laboratory of Thermal Fluid Science and Engineering of MOE, School of Energy 
and Power Engineering, Xi’an Jiaotong University, Xi’an, Shaanxi 710049, PR China 
b School of Mechanical Engineering, Beijing Key Laboratory of Pipeline Critical Technology and Equipment for Deepwater Oil & Gas Development, Beijing Institute of 
Petrochemical Technology, Beijing 102617, China   

A R T I C L E  I N F O   

Keywords: 
Data center 
CFD simulation 
Reduced order model 
Data-driven method 
Fast temperature field prediction 

A B S T R A C T   

With the rapid development of digital economy, the number of data centers and their capacity have been 
increasing sharply, and data center energy consumption becomes a whole-society concern. Computational fluid 
dynamics (CFD) is currently widely used to obtain the thermal fields inside air-cooled data centers to enable 
design improvements and optimize the airflow organization. However, a CFD simulation needs a lot of time 
which can not be accepted for real-time operation. In the present study, a design tool called pairwise independent 
combinatorial testing (PICT) is applied to optimize the simulation conditions and to maximize the amount of 
useful information obtained with the minimum number of numerical tests. Based on the snapshots, the proper 
orthogonal decomposition(POD) method combined with the multivariate adaptive regression splines (MARS) 
method, is proposed and used in a real row-level data center of 199 independent variables. Under design con-
ditions, POD-MARS predictions are in good agreement with CFD simulations with the average mean relative 
error for 20 tested cases being ~0.01%. For another 20 randomized cases under off-design conditions, the 
average mean relative error is 6.45%, the corresponding mean absolute error is 1.89 ◦C and on average there is 
92.36% area of the total three-dimensional temperature field where the relative error doesn’t exceed 15%. The 
POD-MARS computation takes only 30s to obtain a 3D temperature field for the same test case which is ~240 
times faster than CFD simulation on the same desktop computer.   

1. Introduction 

Data centers (DC) undertake the responsibility of transmitting, pro-
cessing, computing, and storing data information of society. With the 
urgent demand for the digital economy and 5G communications, the 
number of data centers has been increasing rapidly and their power 
consumption has reached about 2% of the total power consumption of 
society, becoming a high-energy consumption industry [1]. Energy 
saving is a critical challenge faced by the community of worldwide data 
centers. The energy consumption in data centers usually consists of IT 
equipment, cooling system, power supply system, and others. Among all 
the factors, the energy consumption of the cooling system accounts for 
about 40% [2]. Therefore, energy reduction for cooling systems is one of 
the main routes for energy saving in data centers. 

Reasonable airflow organization is an effective way to reduce energy 

consumption and upgrade energy utilization efficiency [3]. Now there 
are two common structures of the air-cooled data centers, room-level 
with raised floor and row-level with non-raised floor. Numerical simu-
lation (CFD/NHT) is usually applied to get a better airflow organization 
inside the data center, and the computed temperature and velocity field 
distributions are used to comprehensively evaluate the thermal envi-
ronment of the data center [4–6]. The simulation results also help to 
optimize the capacity configuration, equipment selection, structural 
transformation, etc. [7–11]. 

Whereas, the CFD/NHT simulation for a practical data center (hun-
dreds of cabinets and even more) needs to generate millions of to tens of 
millions of grid cells for accuracy, and the computation times needed 
usually range from several hours to days which is far from meeting the 
requirement of real-time control. To acquire the data center thermal 
environment as soon as possible, researchers have made some efforts to 
investigate fast and efficient prediction approaches including response 
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surface methodology [12], potential flow methods [13,14], proper 
orthogonal decomposition (POD), etc. The POD method was first 
introduced into fluid mechanics by Lumley [15] for the analysis of 
coherent structure in turbulent flows. Ding et al. [16] utilized this 
method for the fast and accurate predictions of velocity and temperature 
fields in the fundamental fluid flow and heat transfer issues. Han et al. 
[17] applied POD reduced-order model for steady-state natural con-
vection based on a body-fitted coordinate system and the velocity and 
temperature fields are generated. Chen et al. [18] established POD 
reduced-order model for isotropic turbulent flow of viscoelastic fluid for 
the first time. Li et al. [19] established a global reduced-order model for 
the steady-state flow in fractured porous media based on the embedded 
discrete fracture model by using the POD method combined with 

Galerkin projection method. Samadiani and Joshi [20,21] made the first 
attempt to apply this reduced order method, the POD model, in a 
simplified small data center of 8 racks and 1 computer room air condi-
tioning (CRAC) unit. To reduce the number of design variables for 
illustration, 5 design variables were selected which contain the rack heat 
loads and CRAC airflow rate where the corresponding racks in each 
column have the same heat load. These 5 parameters are varied to 
generate 19 or 21 observed temperature fields of simulation results for 
the case studied. Later, Samadiani et al. [22] utilized selected 7 sets of 
observed thermal sensor data inside an operational data center to help 
the prediction of the temperature field as a function of the airflow rate of 
one CRAC unit, which is the only control parameter. Ghosh and Joshi 
[23] used the POD-interpolation method for rapid temperature predic-
tion in a data center with 3 CRACs and 10 racks arranged in a 5 × 2 
alternating cold/hot aisle arrangement. Phan and Lin [24] generated a 
3-D temperature profile of the data center model using the POD method, 
while this profile was constructed from 2D slices with a linear interpo-
lation technique for two-parameter and three-parameter observations. 
The same data center model was adopted from the one that has been 
used by previous studies by other researchers [25,26]. Fouladi et al. [27] 
proposed a novel hybrid modeling strategy by using the POD method for 
room airflow modeling and the flow network modeling for external 
components to save energy and exergy in data centers. In the following 
litteratures more applications of data-driven method for data centers can 
be found. Athavale et al. [28] compared the performance of three 
different data-driven methods, namely artificial neural networks (ANN), 
support vector regression (SVR), Gaussian process regression (GPR) with 
POD model in predicting both steady-state and transient-state rack inlet 
air temperature distributions in data centers. For the steady-state pre-
diction, the models were trained on the results from 300 CFD/HT 
simulation results and it is found that the accuracy of these modeling is 

impacted by the size of trained dataset. An ANN with the rectified linear 
Unit activation function was used to predict pressure distributions in a 
row-based cooling data center with three variables by Asgari et al. [29]. 
The cooling unit operation and server workload varied to reveal their 
influences on the thermal performance of the DC. Asgari et al. [30] 
developed a gray-box model that combined machine learning with the 
thermo-fluid transport equations relevant for a row-based cooled data 
center with CPU temperature measured by sensors. Phan and Lin [31] 
proposed the response surface methodology (RSM) based on the radial 
basis function (RBF) for rapid thermal simulation and optimal design of 
data centers. Three parameters were studied and the results significantly 
reduced the running time while maintaining a good accuracy. 

All the above studies provided ideas for rapid temperature prediction 

Nomenclature 

Uppercase letters 
ACU Air-conditioning unit 
Bi, obs Observed weighting coefficient 
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T0 Mean temperature 
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V Right singular vector 
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Fig. 1. The overview of the studied data center.  
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in data centers. However, they are all limited by the capacity of data 
centers and the number of investigated variables. The maximum number 
of racks of the above studies is 28 and the controlling variables are 
usually <2 or 3 parameters. For the application in real data centers, 
where there are hundreds or even more racks and hundreds of change-
able parameters, two main challenges exist, i.e., how to design experi-
ment/simulation conditions and how to balance the computational time 
and accuracy. 

In the present study, the reduced order model combined with the 
data-driven method is applied to a real data center room with 54 racks 
and 199 multi-variables for rapid temperature field prediction. The rest 
of the paper is organized as follows. In Section 2, the physical model of 
the studied data center and its numerical solutions are introduced. The 
detailed procedure and methodology of the POD model combined with 
the data-driven method are explained in Section 3. The predicted results 
of temperature field are verified and reviewed in Section 4. Finally, some 
important conclusions and findings are summarized in Section 5. 

2. Physical and numerical models of the studied data center 

2.1. Physical model and variables 

The physical model is a real row-level data center with 9.6m (length, 
X) × 11.7m (width,Z) × 3.65 (height,Y) and an inclined roof, containing 
54 racks and 26 in-row air-conditioning units (ACU) as shown in Fig. 1. 
As can be seen from the figure, the racks are arranged in four rows 
symmetrically with the horizontal axis of the room. The three aisles are 
isolated with one being hot and the other two being cold. Besides, 10 
more cabinets for the electric power system and fire-extinguishing sys-
tem storage are planted in the corner of the DC room. The in-row air- 
conditioning unit of 1.2m × 0.3m × 2.5m is planted generally between 
every two racks. 

Each rack has a size of a length of 1.2 m and a height of 2.5 m. On 
average, each rack consists of twenty 2-unit (U) servers from bottom to 
top and two 1-U network exchangers in the middle for the connection, 
and there are 1017 IT equipment in total. For each server, the power 
varies from 50 W to 400 W, and for each network exchanger from 50 W 
to 300 W. The diverse power load among different racks makes the 
problem very challenging. Thus, we adopt a 3-layer classification 
method for racks according to the IT equipment list shown in Table 1 
(see Fig. 2). Among 54 racks, no servers are installed in racks A12–14, 

Table 1 
IT Equipment list for all racks.  

Rack 
ID 

equipment 
quantity 
divisions 

Number of 
effective 
variables 

Rack 
ID 

equipment 
quantity 
divisions 

Number of 
effective 
variables 

A1 10–2-10 3 B1 10–2-10 3 
A2 10–2-10 3 B2 10–1-10 3 
A3 10–3-10 3 B3 0–0-0 0 
A4 10–2-9 3 B4 10–2-10 3 
A5 10–1-9 3 B5 10–1-10 3 
A6 10–2-8 3 B6 10–2-10 3 
A7 10–1-10 3 B7 10–1-10 3 
A8 10–2-10 3 B8 10–2-10 3 
A9 10–1-10 3 B9 10–1-10 3 
A10 10–2-10 3 B10 10–2-10 3 
A11 10–1-10 3 B11 10–1-10 3 
A12 0–2-0 1 B12 10–2-10 3 
A13 0–1-0 1 B13 10–1-10 3 
A14 0–2-0 1 B14 10–2-10 3 
A15 10–1-10 3 B15 10–1-10 3 
A16 10–2-10 3 B16 10–2-10 3 
A17 10–1-10 3 B17 10–1-10 3 
A18 10–2-10 3 B18 10–2-10 3 
A19 10–1-10 3 B19 10–1-10 3 
A20 10–2-10 3 B20 10–2-10 3 
A21 10–1-10 3 B21 10–1-10 3 
A22 10–2-10 3 B22 10–2-10 3 
A23 10–1-10 3 B23 10–1-10 3 
A24 0–2-0 1 B24 10–2-10 3 
A25 0–1-0 1 B25 10–1-10 3 
A26 0–2-0 1 B26 10–2-10 3 
A27 10–1-10 3 B27 10–1-10 3 

Total number of effective variables for all racks: 147. 

1
st

layer: IT servers

3
rd

layer: IT servers

2
nd

layer: network exchangers

Fig. 2. Scheme of a 3-layer classification method for racks.  

Table 2 
Variable description.  

IT Equipment type Power 
density 
per unit 
(W) 

Supply air 
temperature 
(◦C) 

Volume 
flow rate 
(m3/h) 

Number 
of 
variables 

Rack 

1st layer 
servers 

0–400 – – 

147 
2nd layer 
network 
exchangers 

0–350 – – 

3rd layer 
servers 0–400 – – 

In-row air 
conditioning 

– 15–27 0–5100 2*26 = 52  

(a) Pictorial view without the roof 

(b) Front view with an inclined roof 

Z    

Y    

X    

Fig. 3. The numerical model of the studied data center.  
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A24–26 and B3. The equipment quantity divisions in the table represent 
the number of server/ network exchangers of a layer and it is assumed 
that the power density of each layer is distributed uniformly. In this way, 
the number of variables for rack power density is accounted as 147. 
There are two control parameters for every in-row ACU, that is, supply 
air with temperature from 15 ◦C to 27 ◦C and volume flow rate between 
0 and 5100 m3/h which are listed in Table 2. Hence, the number of 
variables for 26 ACUs is 52 in total. The total number of variables is 199 
in the present paper as listed in Table 2. 

2.2. Numerical model 

As indicated in Section 2.1, the simulated data center is a row-level 
one, which means the cold air is supplied by the ACUs located within 
racks. In Fig. 1, the blue arrows show the cold air outlet from the ACUs 
and the red arrows show the inlet of hot air to the ACUs. The ACUs 
provide a constant flow rate of air at a specified air supply temperature. 

A numerical model of the above structure is built as shown in Fig. 3. 
A stepwise approximation is applied in the simulation to the inclined 
roof. In the model, the rack is considered as the server-level black-box 
model with a uniform load of each layer. The server is modeled as a 
hollow cube by specifying a fixed power and the mass flow rate is 
determined by the specific server type and its characteristic curve. The 
walls of all the cabinets are modeled as adiabatic surfaces with zero 
velocity. 

2.2.1. Assumptions and governing equations 
The following assumptions are made in the simulation: (1) Air is 

regarded as an incompressible fluid, and the flow is turbulent and 
steady; (2) The effects of radiation and natural convection are ignored; 
(3) The data center space is air tightness without exterior windows. 

In data centers, airflow is usually turbulent, according to previous 
studies [32,33], the k-ε turbulence model with standard wall functions 
works well and they are adopted in this study. The governing equations 
of mass conservation, momentum conservation, and energy conserva-
tion are listed below. 

Mass conservation: 

∂u
∂x

+
∂v
∂y

+
∂w
∂z

= 0 (1) 

Momentum conservation: 

∂(uu)
∂x

+
∂(vu)

∂y
+

∂(wu)
∂z

= −
1
ρ

∂p
∂x

+ ν
(

∂2u
∂x2 +

∂2u
∂y2 +

∂2u
∂z2

)

(2)  
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+
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∂y
+
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1
ρ

∂p
∂y
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(
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(3)  
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1
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(
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Energy conservation: 

∂(uT)
∂x

+
∂(vT)

∂y
+

∂(wT)
∂z

= a
(

∂2T
∂x2 +

∂2T
∂y2 +

∂2T
∂z2

)

+ S (5) 

k-ε turbulence model: 

∂k
∂t

+Uj
∂k
∂xj

= τij
∂Ui

∂xj
− ε+ ∂

∂xj

[(

ν+ νT

σk

)
∂k
∂xj

]

(6)  

∂ε
∂t

+Uj
∂ε
∂xj

= Cε1
ε
k
τij

∂Ui

∂xj
− Cε2

ε2

k
+

∂
∂xj

[(

ν+ νT

σε

)
∂ε
∂xj

]

(7)  

2.2.2. Boundary condition and grid system 
The inclined roof and all other outside boundaries of the computa-

tional domain are regarded as the adiabatic boundary with zero velocity. 
The grid numbers along the X, Y, and Z directions are 113, 85, and 

294, respectively. The total number of grid cells is 2823870. As far as the 
grid independence of the numerical results is concerned, we have 
carefully compared our case with Reference [19]: the number of racks 
and the volume of the studied data center in [19] are 8 and 81m3, 
respectively, while a mesh with 431,120 cells is considered fine enough 
compared with 334,972 and 182,000 cells. In our study, the number of 
racks is 54 which is 6.75 times of the former, the volume of the studied 
data center is 410 m3 which is 5.06 times of [19], and the 2,823,870 cells 
are nearly 6.55 times of 431,120. Therefore it is believed that our mesh 
is fine enough to get grid-independent solutions. The convergence 
criteria of the iterative solution process are set as the mass and mo-
mentum residuals being <10− 5. Usually, 1000 iterations are needed to 
reach the convergence criteria. 

The above governing equations are discretized by the finite volume 
method and the commercial software 6SigmaDC is adopted for simula-
tion. The default settings of the numerical scheme in the 6SigmaDC are 
applied. 

3. Methodology on data-driven model reduction 

The numerically simulated results are used as a dataset in the 
reduced-order model treatment. The reduced order model for temper-
ature field prediction in the present study is the proper orthogonal 
decomposition (POD), which is proposed by Hotelling [34] in 1933, and 
is also known as Karhunen-Loève decomposition (KLD) in signal pro-
cessing [35] and the principal component analysis (PCA) in statistics 
[36]. POD is a powerful and efficient method for the treatment of data 
which are fields like temperature, velocity, etc.. It projects the original 
data in a high-dimensional space on a new set of basic functions in a low- 
dimensional space and maintains information of high-dimensional data 
as much as possible. The implementation of the temperature prediction 
in the present study follows the four steps outlined in Fig. 4: (a) Prepare 
the experimental design and snapshots collection. It should be noted that 
the ‘experimental design’ here is an idiomatic usage, which actually 
means the design of control parameters for simulations. In this paper the 
word experimental should be regarded in this way; (b) Calculate the 
POD modes; (c) Compute the weighting coefficient; (d) Generate the 
temperature field. 

In this study, the data sets are generated from offline CFD simula-
tions with multiple variables varying in prespecified ranges. From CFD 

Fig. 4. Flow chart of the computation process.  
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simulation, snapshots under design conditions are prepared and step (b) 
in Fig. 4 is conducted. After finishing step (c), the temperature field can 
be numerically reconstructed on the POD modes by the following 
equation (step (d)): 

T = T0 +
∑k

i=1
biψi (8)  

where T0 is the mean temperature matrix of each grid cell of all the 
snapshots; the POD mode, ψ i, is calculated according to the results of 
simulation snapshots using the SVD method (step (b)); the weighting 
coefficient for a new test, bi, is calculated using the data-driven method 
(step (c)); and k is the truncation order of the POD modes obtained after 
decomposition (1 ≤ k ≤ n − 1). The details of implementing each step in 
Fig. 4 are explained in the following sub-sections. 

3.1. Experimental design and snapshots collection 

Before the generation of snapshots, it is necessary to design the 
operating conditions for each snapshot. Experimental design is an effi-
cient way of optimizing the experimental conditions to maximize the 
amount of useful information obtained with the minimum number of 
experiments. In the experimental design, the parameters that affect the 
experimental indicators are called factors, and the number of values that 
can be set for each parameter is called the level. There are a variety of 
experimental design methods, including full factorial design [37], 
orthogonal experimental design [38], pairwise testing [39], uniform 
design [40], etc. 

As indicated in the Introduction, to the authors’ knowledge, so far 
the maximum number of racks for POD studies is only 28 and the control 
variables are usually several parameters. However, in this study, the 
number of racks is 59 and the controlling variables are 199. All the 
above-mentioned experimental design methods can not be used for such 
a large number of variables and their different levels. After an extensive 
literature search, it’s found that only the pairwise testing method can be 
applied and the test configuration design tool developed by Microsoft, 
Pairwise Independent Combinatorial Testing (PICT) is adopted. Ac-
cording to the IT equipment arrangement in Table 1, the first and third 
layers for each rack consist of servers, while the second layer consists of 
network exchangers that connect tens of servers through the network. 
According to the studied data center, the power load for the first and 
third layers is modulated at steps of about 140-175 W and the second 
layer at steps of 75-250 W. The corresponding number of levels for the 
1st/3rd layer is 23 and for the 2nd layer is 5, and the power load density 
of each level for different racks is assumed uniform. As for the ACUs, the 
number of levels for volume flow rate and supply air temperature is set 
as 26 and 13 respectively. The volume flow rate of the ACU designed by 
the manufacturer is between 1500 m3/h and 4000 m3/h, and the 
starting and ending levels of the ACU flow rates are set as 0 and 5100 
m3/h, respectively. The detailed level settings for each control param-
eter are listed in Table 3. Combining with the IT equipment list in 
Table 1, the total 199 variables are selected and partially listed in 

Table 3 
Control parameters and level settings for experimental design.  

level Control parameter 

Parameters for racks:147 Parameters for ACUs:26*2 = 52 

10 servers (W) 9 servers (W) 8 servers (W) 3 switches (W) 2 switches (W) 1 switch (W) Volume flow rate 
(m3/h) 

Supply air temperature 
(◦C) 

1 0 0 0 0 0 0 0 15 
2 175 150 140 250 150 75 300 16 
3 350 300 280 450 300 150 600 17 
4 525 450 420 650 450 225 900 18 
5 700 600 560 900 600 300 1200 19 
6 875 750 700    1500 20 
7 1025 900 840    1650 21 
8 1200 1050 980    1800 22 
9 1375 1200 1120    1950 23 
10 1550 1350 1260    2100 24 
11 1725 1500 1400    2250 25 
12 1900 1650 1540    2400 26 
13 2075 1800 1680    2550 27 
14 2350 1950 1820    2700  
15 2525 2100 1960    2850  
16 2700 2250 2100    3000  
17 2875 2400 2240    3150  
18 3050 2600 2380    3300  
19 3225 2800 2520    3450  
20 3400 3000 2700    3600  
21 3600 3200 2900    3750  
22 3800 3400 3050    3900  
23 4000 3600 3200    4150  
24       4400  
25       4750  
26       5100   

Table 4 
Partial variable list for experimental design of the snapshots.  

No. Factor 

1 
A1 

1st layer power density (W) 
2 2nd layer power density (W) 
3 3rd layer power density (W) 
4 

A2 
1st layer power density (W) 

5 2nd layer power density (W) 
6 3rd layer power density (W) 
… … … 
145 

B27 
1st layer power density (W) 

146 2nd layer power density (W) 
147 3rd layer power density (W) 
148 

ACU-1a 
Volume flow rate (m3/h) 

149 Supply air temperature (◦C) 
… … … 
198 

ACU-13b 
Volume flow rate (m3/h) 

199 Supply air temperature (◦C)  

S.-Q. Jin et al.                                                                                                                                                                                                                                   



International Communications in Heat and Mass Transfer 142 (2023) 106645

6

Table 4 which exhibits the parameter conditions for the experimental 
design. 

Finally, 1819 snapshots are selected from the design results of PICT, 
as schematically shown in Table 5, and details are provided in Appendix 

1. 

3.2. POD modes calculation based on the snapshots 

After carrying out the CFD simulations of the snapshots, their tem-

Table 5 
Examples of the operating conditions of the snapshots.  

No.Variable 
No. snapshot 

1 2 3 … 145 146 147 148 149 … 198 199 

1 3400 300 2700 … 1725 150 1725 2100 19 … 2250 22 
2 875 0 2525 … 2700 0 525 2550 26 … 2550 26 
3 2875 600 1200 … 3050 225 3600 3150 20 … 4400 25 
4 1375 450 1025 … 875 75 2525 2850 15 … 3300 15 
5 350 150 350 … 1200 300 3800 1500 21 … 2850 16 
6 3225 600 3050 … 1375 300 2350 2250 16 … 3450 23 
7 1200 450 525 … 3225 150 2700 1950 22 … 3600 17 
8 3800 300 2875 … 2075 75 1375 2400 18 … 2700 18 
9 4000 150 175 … 175 0 175 1650 23 … 2400 24 
10 1025 0 700 … 3600 225 4000 5100 17 … 3000 21 
…… … … … … … … … … … … … … 
1819 875 300 2525 … 2875 150 1900 0 19 … 1800 15  

Fig. 5. Snapshot matrix and flowchart of POD modes calculation.  
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perature matrix can be computed and constructed. Before the POD 
calculation, we make centralized data preprocessing of the snapshots, 
that is, the grid temperature of each snapshot is subtracted from the 
average grid temperature of all the snapshots (denoted by T0(x,y,z)) as 
shown in Eq. (9). The resulted temperatures of each snapshot are stored 
in a column vector with m entries. All snapshots of the system under 
consideration are stored in a rectangular m × n matrix as a database 
(Fig. 5). 

T ′

(xi, yi, zi) = T(xi, yi, zi) − T0(x, y, z) (9) 

In the present study, POD modes are extracted using singular value 
decomposition (SVD) that generalizes the eigendecomposition of a 
square normal matrix with an orthonormal eigenbasis for this m × n 
matrix. It should be noted that the transpose of a matrix, instead of the 

conjugate transpose, is applied in this study because the values are all 
real numbers. Specifically, the real m × n matrix of the temperature 
snapshot is factorized in the following form by SVD: 

T = UΣVT (10)  

where U is an m × m real orthogonal matrix called left singular vector, Σ 
is an m × n rectangular diagonal matrix with non-negative real numbers 
on the diagonal as shown in Eq. (11), and V is an n × n real orthogonal 
matrix called right singular vector. 

Σ = diag(σ1, σ2, σ3,…) (11) 

The diagonal entries σi in Eq.(11) are called the singular values of the 
real matrix T and they satisfy σ1 ≥ σ2 ≥ σ3 ≥ … ≥ σi. The matrix U and 
matrix V satisfy UTU = I, VTV = I, respectively. POD modes can be 
written as the linear transformation of the snapshots by right singular 
vectors, as shown in Eq.(12) 

ψm×n = Tm×nVn×n (12) 

In this study, the singular value decomposition (SVD) is utilized to 
decompose the snapshot matrix and the Jacobi algorithm [41] is 
adopted for this purpose. The right singular vector (Vn×n) is decomposed 
by a series of Jacobi transformations, as shown in Eq. (13), 

V = J1J2…Jn (13) 

The implementation steps of Jacobi algorithm are as follows: 

(a) Calculation of the initial core matrix h from the known temper-
ature matrix 

h = TT T (14)    

(b) Calculation of the second-order principal submatrix of core 
matrix 

(
hm,m hm,n
hn,m hn,n

)

(15) 

-250 0 250 500 750 1000 1250 1500 1750 2000
0

20

40

60

80

100
(1268,99.99992)

)
%(

egatnecrep
ygrene

etalu
mucca

mode number

Fig. 8. Accumulate energy percentage of POD modes.  

Fig. 9. Contours of POD mode 1,10,100,1000,1268,1819 for temperature field at Z2 = 3.58 m.  
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(c) Calculation of Jacobi matrix 

τ =
hm,m − hn,n

hm,n + hn,m
, t =

sign(τ)
|τ| +

̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + τ2

√ , c =
1

̅̅̅̅̅̅̅̅̅̅̅̅
1 + t2

√ , s = tc (16) 

The kth Jacobi matrix is defined as: 

Jk(m,m) = Jk(n,n) = c, Jk(n,m) = − Jk(m,n) = s (17)    

(d) Update of core matrix: 

h′

= Jk
T hJk (18)    

(e) Loop of steps (b) ~ (d) until the core matrix is transformed to a 
diagonal matrix and the following formula holds: 

Jn
T …J2

T J1
T hJ1J2…Jn = VT TT TV = Λ = σ2 (19)    

(f) Calculation of the right singular vector V defined in Eq. (13).  
(g) Determine POD modes by substituting Eq. (13) into Eq. (12).  
(h) Normalization of each POD mode as shown in Eq. (20). 

ψi =
ψi

‖ψi‖2
(20)  

where ‖ψ i‖2 is the norm of the mode ψ i. 

(i) Calculation of singular value (σi) according to Eq. (19). The sin-
gular value will be used in the later discussion. 

3.3. Weighting coefficient prediction for a new case 

Generally, there are three methods to generate weighting coefficients 
bi for a new case with off-design conditions, which are the Galerkin 
projection method [16], the interpolation method [22], and the machine 
learning regression method proposed in this paper. This step is essential 
to create a reduced-order thermal/fluid model as shown by Eq.(8). 

In the first method, the Galerkin projection of the POD modes onto 
the governing equations results in a set of algebraic equations to be 
solved for the POD weighting coefficients. The previous investigations 
using this method are all for simple geometries such as the lid-driven 
cavity flow and natural convection in a cavity [16], where boundary 
conditions are easily described by the inclusion of a source term in the 
decomposition. However, for a complicated case such as the one studied 
in this paper, the treatment of the boundary condition is very difficult to 
be described due to the type and quantity of IT equipment. In the 
interpolation method, the POD coefficients for a new design case can be 
also obtained by the interpolation between the weighting coefficients of 
the snapshots to match the new case. However, this method has been 
applied only for a system with less than three parameters [23] and 
simple geometry such as the cavity flow [42]. 

In the present paper, the geometry and boundary conditions for 
different facilities in the computation domain are complex and the order 
of variables’ dimensions is extremely high. For the studied complicated 
case, we are interested in developing a steady-state temperature model 
in terms of multiple parameters without the need for a velocity field. In 
another development, machine learning methods are widely used in 
dealing with multi-dimensional problems, among whom the multivar-
iate adaptive regression splines (MARS) algorithm [43–45] is a method 
for flexible modeling of high dimensional data, hence very suitable for 
the present purpose. Therefore, in this paper, the MARS is applied 
(realized by Python) for the weighting coefficient generation for off- 
design conditions. Based on the POD modes and temperature matrix, 
the observed weighting coefficient, denoted by Bi, obs, can be found for 
all snapshots by Eq.(21), which is served as one of the inputs of the 
MARS algorithm. 

Bi,obs = ψi
T(T − T0) (21) 

There are mainly two stages of the MARS algorithm: firstly, the 
forward pass searches for terms in the truncated power spline basis that 
locally minimize the squared error loss of the training set. Next, a 
pruning pass selects a subset of those terms that produce a locally 
minimal generalized cross-validation score to avoid overfitting and 
generate the optimal model. The weighting coefficients for a new case, 
bi, are calculated through Bi, obs of the training model between snapshots 
and a new operating condition. 

Fig. 10. Results of TR and TE of 20 design conditions.  
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3.4. Temperature field construction 

With calculated T0, ψ i, and bi for a new set of design variables, the 
corresponding temperature field can be generated from Eq.(8) through 
the truncated first k POD modes. To study the convergence of the ob-
tained temperature distribution by the above POD method with a fixed 
number of modes and also to examine the fidelity of the POD method, 
the POD temperatures are compared with CFD/NHT simulations. A 
mean error is calculated by taking an average of the absolute and rela-
tive values of the temperature difference between POD and numerical 
predictions for all points, and then the average value of the total field is 
calculated as follows: 

TE(x, y, z) = |TPOD(x, y, z) − TCFD(x, y, z) | (22)  

TE =

∑Nnodes

1
TE(x, y, z)

Nnodes
(23)  

TR(x, y, z) =
|TPOD(x, y, z) − TCFD(x, y, z) |

TCFD(x, y, z)
(24)  

Fig. 11. Comparison of temperature contours of Z1-Z3 cross-sections between CFD simulations and POD constructions for design condition Case 1.  
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TR =

∑Nnodes

1
TR(x, y, z)

Nnodes
(25)  

where Nnodes is the grid cell number for the data center shown in Fig. 3. 

4. Results and discussion 

4.1. Verification of code for POD modes calculation 

To verify the developed code for the accuracy of POD mode 
computation, we created the same numerical model in 6SigmaDC for the 

Fig. 12. Comparison of temperature contours of Z4-Z5 cross-sections between CFD simulations and POD constructions for design condition Case 1.  

Table 6 
Operating parameters of the off-design conditions.  

No. Variable 
No. cases 

1 2 3 … 145 146 147 148 149 … 198 199 

1 350 600 3225 … 3400 225 1550 2400 19 … 900 16 
2 4000 300 1900 … 1550 225 2350 2250 24 … 2550 18 
3 1725 300 1375 … 1200 0 350 1200 22 … 3750 17 
4 525 150 3050 … 0 75 2075 3300 26 … 3450 18 
5 1900 600 1025 … 350 75 2700 1500 18 … 3000 22 
6 3225 600 1900 … 1025 300 2525 3600 22 … 3750 21 
7 1025 300 0 … 875 300 0 3750 25 … 0 19 
8 1200 600 1375 … 3400 75 525 2400 26 … 1500 18 
9 2700 450 3400 … 1375 150 2700 3450 24 … 4150 26 
10 2875 600 2075 … 1900 150 3225 1200 24 … 2100 21 
11 2350 0 1900 … 875 0 2075 1200 22 … 1650 22 
12 525 0 525 … 2075 150 3400 3600 18 … 4400 20 
13 1900 300 3600 … 2350 0 700 900 18 … 2550 24 
14 1725 0 4000 … 2350 0 4000 3600 26 … 2100 21 
15 1725 150 2875 … 875 150 2350 1800 19 … 2400 19 
16 2700 150 875 … 1900 300 2525 1500 17 … 4150 18 
17 3225 600 1900 … 1550 150 350 3600 25 … 2550 26 
18 3800 600 1900 … 3050 150 2700 1800 17 … 4400 27 
19 1550 300 350 … 1725 150 350 2400 16 … 1200 20 
20 2075 600 1375 … 2075 300 3225 2550 24 … 1650 25  
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case presented in the literature [16] and conducted the simulation under 
21 sets of design conditions. The comparison of energy percentage 
captured by each mode is illustrated in Fig. 6. The energy here refers to 
the information captured by the POD mode [19–22]. On the whole, the 
two curves agree with each other well with a maximum difference of 
2.88%. Therefore, our self-programming computation process of POD 
mode using the SVD method is reliable and can be used for the follow-up 
case study. 

As for the present study, a total of 1819 POD modes are extracted 
from the snapshots of design by PICT. The energy of each POD mode can 
be reflected in its singular value. The POD modes are arranged according 
to their singular values in descending order, that is, σ1 ≥ σ2 ≥ σ3 ≥ … ≥
σ1819. The energy percentage captured by each POD mode is illustrated 
in Fig. 7. It can be noticed that for the temperature field, the tendency of 
energy distribution shows an exponential decline, even though the en-
ergy percentage of the first mode only accounts for about 1.35%. It 
means that the temperature field is complex to be captured by several 
POD modes because the energy percentage of each mode is relatively 
small. The 1268th mode represents 0.02% energy of the temperature 
field. After that, the energy percentage per mode can be neglected for 
their few contributions to the total field. The accumulated energy per-
centage of the first kth POD mode is shown in Fig. 8. It can be confirmed 
that the first 1268 POD modes capture >99.99% energy of the total 
temperature field. 

Fig. 9 depicts the contours of six representative POD modes for the 
temperature field at Z2 = 3.58 m cross-section where each mode 4-row 
racks are outlined. The contours show the normalized mode values 
defined by Eq.(20). This contour actually represents the temperature 
distribution pattern captured by the mode. For example, if only the first 
mode is selected in Eq.(8), then the predicted temperature distribution 
pattern by the POD will look like the one shown in Fig. 9(a). In Fig. 9, the 
scale bar shows the normalized POD mode calculated by Eq. (20), hence 
the absolute values are varying between 0 and 1. It indicates that the 
low-order POD modes depict the general distribution pattern of the 
temperature field and the influence of each mode is getting smaller with 
the increase of mode order. And the summation of enough modes with 
corresponding weighting coefficients will give an accurate temperature 
distribution for the condition studied. To guarantee the accuracy of the 
predicted temperature field, the truncation order of POD modes in the 
present study is 1268, which seems much larger than the mode number 
in the previous studies [20–24] where the number of modes is <10. 
Regarding such a large number of variables in this problem, it’s neces-
sary to use enough POD modes to contain the influence of each variable 
on the entire field. 

4.2. Verification of developed reduced order model 

In this subsection, the POD calculation formula Eq.(8) is adopted to 
rebuild the temperature field under design conditions and the calcula-
tion results are compared with the CFD simulation results. The results 

TRand TEof the 20 sets of the designed conditions are summarized in 
Fig. 10. The reconstruction results show that the average mean relative 
error for 20 tested cases is only around 0.01%, and the mean absolute 
error doesn’t exceed 0.01 ◦C. 

Taking the first case as an example, temperature contours of different 
cross-sections from CFD simulations and POD constructions are pro-
vided in Figs. 11 and 12. The cross-sections in Z direction are selected 
considering different facility configurations of 4 rows. At the cross- 
section of Z = 1.43 m (Fig. 11(a)), the hot air returns into ACU in the 
middle hot aisle, and the same tendency can be found at the other cross- 
sections. The maximum difference between CFD and POD results doesn’t 
exceed 0.02 ◦C. 

From the temperature contours of the five cross-sections shown in 
Figs. 11 and 12, it can be observed that the maximum difference in local 
temperature between CFD simulation and POD prediction is only 
0.05 ◦C. Therefore, POD constructions under design conditions are in 
very good agreement with CFD simulations. This fact confirms that the 
truncation order of POD modes selection is appropriate and the observed 
weighting coefficients are reliable. 

4.3. Temperature field prediction for off-design cases 

In this subsection, we aim to use the POD method for online rapid 
temperature field prediction under off-design conditions. The point is to 
obtain the weighting coefficients for any settings of 199 variables of IT 
equipment and ACUs. It should be noted that even though all the vari-
ables vary in the range of the design parameters shown in Table 2, it is 
difficult to interpolate the weighting coefficients for the solution desired 
directly from the weighting coefficients of the original 1819 snapshots. 
The truncated number of the POD modes is 1268 so the dimension of 
weighting coefficients is as large as[1268 × 1819]. As indicated above, 
the conventional interpolation methods can not deal with such a great 
number. 

The MARS algorithm, the regression model of weighting coefficients, 
is adopted to compute a new series of weighting coefficients for each 
mode with a dimension of [1268 × 1]. Then we can directly substitute 
this vector into the POD calculation formula Eq.(8) with known POD 
modes to rebuild the temperature field for the off-design conditions. 

To validate our POD method, we conduct another 20 randomly 
selected cases listed in Table 6 to test the proposed method. It should be 
indicated that among the 20 cases none of the operator parameters are 
the same as any of the design snapshots presented above. The detailed 
value for each IT equipment of the tested 20 cases can be found in Ap-
pendix.2. The POD results are compared with the CFD results in Table 7. 

The results of TR and TE are summarized in Table 7. From the table, it 
can be seen that the average mean relative error for 20 cases is 6.45% 
and the mean absolute error is 1.89 ◦C. On average, the relative error of 
the three-dimensional temperature field for 92.36% doesn’t exceed 15% 
for all the 20 off-design cases. 

For the five cross-sections, the temperature contours are depicted in 
Figs. 13 and 14. It can be noted that in most of the computation domains, 
POD results are consistent with the CFD results while obvious differ-
ences occur in some local hot spot positions. The maximum error ap-
pears in the local area near the racks. At Z = 1.43 m cross-section, the 
maximum local temperature error in the hot aisle is up to 6 ◦C. This 
might be caused by the complicated flow pattern near the rack where 
recirculating flow usually exists. It is noteworthy that in the POD study 
of data center temperature distribution a local large difference often 
happens. For example, in Reference [17] a local error of around 8 ◦C was 
reported. Whereas, these maximum local errors account only for a little 
percentage of the total field. In the present study, the mean absolute 
error of 1.89 ◦C is acceptable for such a multi-variable problem in the 
studied data center. 

It is important to compare the computational time of POD prediction 
and CFD simulation. A new test based on this reduced order model and 

Table 7 
Results of TR and TE of 20 off-design conditions.  

Case 
NO. 

TR 

(%) 
TE 

(◦C) 
Percentage 
of TR(x,y,z) 
> 15% 

Case 
NO. 

TR 

(%) 
TE 

(◦C) 
Percentage 
of TR(x,y,z) 
> 15% 

1 5.92 1.68 5.49 11 5.85 1.83 3.74 
2 6.68 1.84 8.45 12 6.85 1.99 9.36 
3 7.55 2.19 12.9 13 7.07 2.04 8.67 
4 5.45 1.63 3.47 14 5.81 1.65 6.54 
5 5.74 1.76 4.25 15 7.70 2.20 13.6 
6 6.43 1.92 6.34 16 7.99 2.31 13.0 
7 6.33 1.81 7.39 17 5.16 1.53 4.47 
8 5.79 1.75 5.29 18 6.94 2.05 11.0 
9 7.72 2.36 12.1 19 6.64 1.83 7.33 
10 5.98 1.86 5.16 20 5.38 1.64 4.31 
Mean 6.45 1.89 7.64      
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data-driven method takes only 30s on a desktop computer (intel(R) Xeon 
(R) Gold5118 CPU@2.30GHz(48CPUs), 262,144 MBytes RAM). While 
the CFD simulation takes about 2 h to obtain the results on the same 
computer platform, which is nearly 240 times of the POD consumption. 
This fast response plays a vital role in daily operation and maintenance. 

Finally, it is to be noted some of the limitations of the present POD 
method. First, a developed POD code can only be applied to the same 
data center based on which the code is developed. That is, the room 
layout and equipment quantities are fixed and only the changes in 
relevant parameters of server/air conditioning can be studied. If the 
physical model differs, it is necessary to recollect the datasets and 
reconduct the whole procedure. Second, the accuracy of POD-MARS also 

depends on the snapshots obtained by CFD simulation. Accurate CFD 
simulation results are the basis to get reasonably accurate POD-MARS 
predictions, especially for a large number of variables. 

5. Conclusion 

This paper investigates the approach of rapid 3D temperature field 
prediction for a current high-order multi-variable data center. Based on 
the snapshots of CFD simulations by 6SigmaDC Room, the reduced-order 
method POD combined with the data-driven method MARS is adopted in 
the present study. To the best knowledge of the authors, this paper 
makes the first attempt to the combination of the reduced order model 

Fig. 13. Comparison of temperature contours of Z1-Z3 cross-sections between CFD simulations and POD predictions under off-design conditions.  
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and data-driven method in a real full-scale data center. The major works 
and conclusions can be summarized as follows: 

(a) There are 199 independent variables after the 3-layer classifica-
tion for racks in the present study according to the heat load of IT 
equipment. To maximize the amount of useful information ob-
tained with the minimum number of experiments, a design tool 
called pairwise independent combinatorial testing (PICT) is 
applied and 1819 snapshots are generated;  

(b) A total of 1819 POD modes are extracted using singular value 
decomposition (SVD) and the information captured by each POD 
mode is reflected in its singular value. For the temperature field, 
the tendency of energy distribution shows an exponential decline, 
while the energy percentage of each mode is relatively dispersed 
which means that the temperature field is complex to be captured 
by several POD modes. Therefore, the truncation order of POD 
modes is 1268 through which 99.99% of total energy can be 
captured; 

(c) POD constructions under design conditions are in good agree-
ment with CFD simulations, the average mean relative error for 
20 tested cases is about 0.01%, and the mean absolute error 
doesn’t exceed 0.01 ◦C. The maximum relative error is 0.02%; 

(d) For the rapid temperature field prediction under off-design con-
ditions, 20 cases are designed randomly and their total temper-
ature fields are calculated by CFD simulation and POD-MARS 
computation, respectively. The average mean relative error for 20 
cases is 6.45% and the mean absolute error is 1.89 ◦C. On 
average, the relative error for 92.36% of the three-dimensional 
temperature field doesn’t exceed 15%. Even though some local 

relatively-large error occurs, they account for a little percentage 
of the total field and the general results are acceptable for such a 
multi-variable problem in the studied real data center;  

(e) As for the computational time cost, the POD-MARS computation 
takes only 30s to obtain the POD temperature field for the same 
test case which is ~240 times faster than the CFD simulation on 
the same computing platform. It should be noted that the prep-
aration of test design, the collection of datasets, and the training 
of datasets will need plenty of offline time to ensure the final 
online rapid computation. 
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