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In the present paper, a 2D multiple-relaxation-time pseudopotential lattice Boltzmann model combined
with the modified thermal lattice Boltzmann method is adopted to simulate the bubble nucleation,
growth and departures process on a heated plate. It is a direct numerical simulation of boiling heat
transfer determined by the local temperature and thermodynamic relation given by the equation of state.
By using a smaller value of a in the P-R equation of state, a thicker liquid-vapor interface is formed and a
better numerical stability at a large liquid/vapor density ratio is obtained. Furthermore, the conjugated
boundary of heated plate and fluids is specially dealt with to avoid the rapid change of heat flux at the
interface. The boiling heat transfer at a density ratio around 200 can be simulated. The results show that:
the boiling heat flux decreases during the bubble expansion process while increases during the rewetting
process; the average heat flux of boiling at Ts ¼ 0.68Tc is much larger than that at Ts ¼ 0.86Tc; bubble
occurs earlier on a hydrophobic surface than a hydrophilic one; there exists a remained vapor on a
hydrophobic surface after bubble departure, while it is not observed for hydrophilic surface; for the
simulated boiling curve, the maximum (critical) heat flux decreases with the decreasing wettability of
surfaces; there exists an optimal width of the rectangular cavity making the best heat transfer perfor-
mance of surfaces; in this study, the roughness surface with a circle cavity has the best heat transfer
performance.

© 2016 Elsevier Masson SAS. All rights reserved.
1. Introduction

Boiling heat transfer has beenwidely studied because of its high
heat transfer coefficient and wide applications in many heat-
exchange devices [1e3]. At the boiling heat transfer curve [4,5],
nucleate boiling is the basic regime characterizing fundamental
features of the boiling heat transfer. Although many experimental
works have been conducted to study the nucleate boiling, its
mechanism and heat transfer characteristics are still not under-
stood completely. With the rapid development of the computer,
numerical method has been an attractive and effective method to
investigate boiling heat transfer. Son and Dhir [6] first proposed a
Level-Set method to capture liquid-vapor interface during boiling
process. Subsequently,Welch andWilson [7] developed the volume
of fluid (VOF) method to simulate film boiling process. Sun and Tao
[8] proposed the VOSET method for capturing liquid-vapor
o).

served.
interface which possesses advantages of both Level Set and VOF,
and meanwhile can overcome their drawbacks. Then, Ling et al. [9]
adopted the VOSET method to study nucleate boiling heat transfer
problem. Those methods are all tracking liquid-vapor interface
methods, in which an initial bubble nucleus should be assigned at
the heating wall and a waiting period between two bubble growth
cycles should be assumed. Hence, those interface tracking methods
can not be adopted to describe bubble nucleation process and
obtain the boiling heat transfer curve.

In recent decades, the lattice Boltzmannmethod (LBM) has been
applied to simulate multiphase flow, in which the pseudopotential
LB model receives extensive attention due to its kinetic nature and
automatic phase separation via an inter-particle potential [10e12].
The multiphase LBM combined with an energy equation model can
be applied to simulate the liquid-vapor phase change heat transfer.
For the pseudopotential LB model (without thermal LB model), a
density disturbance should be assigned into the system to motivate
the automatic phase separation.While as for the liquid-vapor phase
change heat transfer, a pseudopotential LB model combined with a
thermal LB model can be used to automatically generate the bubble
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nucleation by adding a temperature disturbance [11]. It is because
the temperature disturbance will result in a density disturbance in
the computational domain through the equation of state. A non-
uniform wall temperature or non-uniform structure of the heated
plate (with cavities) can be applied at the bottom of computational
domain to bring a temperature disturbance into the system, and
further to generate the bubble nucleation. It is a direct simulation of
phase change heat transfer which is determined by the local tem-
perature and thermodynamic relation given by equation of state.
Hazi and Markus [13] first proposed a LB model to investigate the
heterogeneous boiling on a heating wall by assigning a non-
uniform wall temperature. And then Markus and Hazi [14] adop-
ted the LB model to investigate the boiling process on the heated
plate with cavities. Recently, Gong and Cheng [15] further devel-
oped a single-relaxation-time LB model to simulate liquid-vapor
phase change heat transfer, and they adopted this method to
investigate influences of the surface wettability and cavities on
boiling process [16e18]. Li et al. [19] adopted a hybrid thermal LB
model to simulate boiling process by using finite differencemethod
to solve the energy equation and pseudopotential LB model to solve
multiphase flow. Generally speaking, in the above studies, three
aspects need further improvements. First, the term rcv in the en-
ergy equation is often taken as constant and put into V,ðlVTÞ to
obtain termV,ðaVTÞ, which will bring heat flux discontinuity at the
grid interface for the thermal LBM [20]. Second, the conjugated
boundary at the interface of the heated plate and fluids is not
appropriately treated for the thermal LBM, which will bring a major
heat flux discontinuity at this interface [20]. Third, the density ratio
(liquid versus vapor) is quite limited (usually less than 20). It is
mainly because the pseudopotential LB model suffers thermody-
namic inconsistency and large spurious currents [11,21], and the
single-relaxation-time LB model also has some limitations in this
regard. In recent years, it has been found that the multiple-
relaxation-time (MRT) LBM has much better numerical stability
than the single-relaxation-time LBM [22].

In the present study, we adopt the MRT pseudopotential LBM
proposed by Li et al. [22] combined with a modified thermal LBM
to simulate the boiling nucleation, growth and departure process
on a heated plate with a special treatment at conjugated boundary
(interface of the heated plate and fluids). The MRT pseudopoten-
tial LBM proposed by Li et al. [22] can approximately achieve
thermodynamic consistency, which allows us to simulate multi-
phase flow at a larger density ratio. The developed liquid-vapor
phase change heat transfer model can simulate boiling nucle-
ation process at a saturation temperature as low as 0.68 Tc, with
density ratio around 200:1 and the kinematic viscosity ratio
around 1:20 (liquid versus vapor). As indicated above, some arti-
ficial disturbances (say, by setting a higher temperature at the
heating surface) were often needed to stimulate the generation of
a vapor embryo in the early studies. We believe that any non-
uniformity, either in density, temperature or surface structure,
all can be considered as a kind of disturbance. In our simulations,
surface structures are regarded as the disturbance to generate a
vapor embryo, and hence no any other artificial disturbance is
needed.

The rest of this paper is organized as follows. Section 2 in-
troduces the MRT pseudopotential LB model and energy equation
of the phase-change thermal LB model; Section 3 presents the
major numerical results, including discussions of bubble departure
diameter and frequency (Section 3.1), vapor bubble growth and
heat flux (Section 3.2), comparison of boiling at different saturation
temperatures (Section 3.3), influences of the surface wettability
on boiling curve (Section 3.4), and influences of cavities on boiling
heat transfer (Section 3.5). Finally, some conclusions are made in
Section 4.
2. Numerical method

2.1. MRT pseudopotential lattice Boltzmann method

In this paper, a MRT LBM is adopted to solve multiphase flow.
We consider a D2Q9 LB model with a multiple-relaxation-time
collision operator [23]:

fiðxþ eidt ; t þ dtÞ � fiðx; tÞ ¼ �
�
M�1SM

�
ij

h
fj � f eqj

i
þ dtFi (1)

where M is an orthogonal transformation matrix, defined as:

M ¼

2
6666666666664

1; 1; 1; 1; 1; 1; 1; 1; 1
�4; �1; �1; �1; �1; 2; 2; 2; 2
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(2)

S is a diagonal matrix:

S ¼ diag
�
t�1
r ; t�1

e ; t�1
2 ; t�1

j ; t�1
q ; t�1

j ; t�1
y ; t�1

y

�
(3)

and Fi is the force term, given by Ref. [23]:

F ¼ M�1
�
I� 1

2
S
�
MF (4)

where F¼ (F0, F1,…, F8)T; I is the unit tensor; and F ¼ ðF0; F1; :::; F8ÞT
with

Fi ¼ ui

"
ei,F
c2s

þ uF :
�
eiei � c2s I

�
2c4s

#
(5)

The macroscopic density and physical velocity can be obtained
by Ref. [22]:

r ¼
X
i

fi (6)

ru ¼
X
i

eifi þ
dt
2
F (7)

where F¼ (Fx, Fy) is the total force acting on the fluid particle, which
includes fluid-fluid molecular interaction force Ff, fluid-solid
interaction force Fs and body force Fb. Usually, the force term is
incorporated into the MRT LB model with the following scheme
[24].

Fm ¼ MF ¼

2
6666666666664

0
6uF
�6uF
Fx
Fx
Fy
Fy
2
�
uFx � vFy

��
uFy þ vFx

�

3
7777777777775

(8)

where Fm is the force term in the moment space, but such force
scheme suffers thermodynamic inconsistency. An improved force
scheme was proposed by Li et al. [22] to approximately achieve
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thermodynamic consistency:

F
0
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666666666666666666666666664
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where s is a parameter that can be used to tune the mechanical
stability condition to achieve thermodynamic consistency. Through
numerical test of the two-dimensional circular suspension droplet,
we find that the numerical results of s ¼ 0:107 agree well with the
solution of Maxwell solutions (shown in Fig. 1).

Because of the thermodynamic inconsistency of Eq. (8), simu-
lation results will diverge when saturation temperature is below
0.85Tc. In contrast, the saturation temperature can be as low as 0.53

Tc if we adopt the force scheme of Eq. (14).
���Ff ���2 ¼ ðF2f ;x þ F2f ;yÞ, in

which Ff is the fluid-fluid molecular interaction force, and can be
obtained by Refs. [11,22]:

Ff ¼ �GjðxÞ
X
i

w
�
jeij2

�
jðxþ eiÞei (10)

where G is the interaction strength; wðjeij2Þ is the weight; j is the
pseudopotential, defined as [11,22]:

jðxÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2
�
pEOS � rc2s

�q 

Gc2 (11)

where pEOS is the non-ideal equation of state. In the present paper,
the Peng-Robinson equation of state is adopted [25]:
Fig. 1. Coexistence curves.
pEOS ¼
rRT
1�br

� a4ðTÞr2
1þ2br�b2r2

4ðTÞ¼
h
1þ

�
0:37464þ1:54226u�0:26992u2

��
1�

ffiffiffiffiffiffiffiffiffiffi
T=Tc

p �i2
(12)

where a ¼ 0:45724R2T2c =pc and b ¼ 0:0778RTc=pc. In the present
paper, b ¼ 2/21, u ¼ 0.344, R ¼ 1. The pseudopotential LBM is a
diffuse interface method, and the width of interfaces always has
several lattices. The value of a is related to the width of interface
[22]. Table 1 shows influences of a on the interface thickness. A
smaller a will result in a thicker interface and a smaller spurious
current. The rapid change of physical properties at the interface can
be smoothed by a thicker interface, which allow us to simulate
multiphase flow at a larger density ratio. The lowest saturation
temperature that can be simulated is 0.70 Tc with a density ratio of
145.24 for a ¼ 0.06122, while it can be as low as 0.53 Tc with a
density ratio of 4560.28 for a ¼ 0.02267. In the present paper, we
choose a ¼ 0.02267 to simulate the pool boiling process.

The fluid-solid interaction force (adhesive force between solid
and fluid) can be calculated by Refs. [19,26]:

Fs ¼ �GwjðxÞ
X
i

w
�
jeij2

�
jðxÞsðxþ eiÞei (13)

where s is the indicator function which equals 0 for fluids and
equals 1 for solids; Gw is used to tune thewettability (contact angle)
of surfaces.

The gravitational force can be calculated by Ref. [11]:

Fb ¼ ðr� raveÞg (14)

where rave is the average density of computational domain;
g ¼ (0, �g) is the gravitational acceleration.

At the liquid-vapor interface, the viscosity is smoothed by:

v ¼ vl
r� rv
rl � rv

þ vv
rl � r

rl � rv
(15)

where subscripts l and v represent liquid and vapor, respectively.
The relation between the viscosity and relation time coefficient is:

v ¼ c2s ðtv � 0:5Þdt (16)

In the present paper, after a number of preliminary computa-
tions, following values for relaxation time coefficients are obtained:
tr ¼ tj ¼ 1:0, te ¼ t2 ¼ 1:2, tq ¼ 1:1, while tv is determined by the
local property.

2.2. Energy equation of the phase-change thermal LB model

By neglecting the viscous dissipation, the entropy balance
equation yields [15]:

rT
ds
dt

¼ V:ðlVTÞ (17)
Table 1
The influence of a on the interface thickness.

Thickness (lattice) Lowest temperature (T/Tc) Density ratio

a ¼ 0.06122 5.72 0.70 145.24
a ¼ 0.04082 5.94 0.63 471.88
a ¼ 0.02267 7.37 0.53 4560.28
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where s is the entropy; and l is the thermal conductivity. According
to the thermodynamic relation of entropy, we have [15]:

Tds ¼ cvdT þ T
�
vpEOS
vT

�
d
�
1
r

�
(18)

Substituting Eq. (18) to Eq. (17) yields:

rcv
dT
dt

V:ðlVTÞ � T
�
vpEOS
vT

�
V,u (19)

In the present paper, we adopt MRT LBM to solve the energy
equation [15]:

hiðxþ eidt ; t þ dtÞ � hiðx; tÞ ¼ �
�
M�1STM

�
ij

h
hj � heqj

i
þ dtuif (20)

with

ST¼ diag
�
t�1
0 ; t�1

1 ; t�1
2 ; t�1

T ; t�1
4 ; t�1

T ; t�1
6 ; t�1

7 ; t�1
8

�
(21)

where tT is the relaxation time related to the thermal diffusivity:

a ¼ c2s ðtT � 0:5Þdt (22)

This LB model can retrieve the following advection-diffusion
energy equation by using the Chapman-Enskog expansion [20]:

vT
vt

þ V:ðuTÞ ¼ V,ðaVTÞ þ f (23)

where f is the source term. Eq. (19) can be rewritten as:

vT
vt

þ V:ðuTÞ ¼ V,ðaVTÞ � V

�
1
rcv

�
,ðlVTÞ þ T

�
1� 1

rcv

�
vpEOS
vT

�

�
�
V,u

(24)

where the second term on the right side of Eq. (24) is the source
term due to the spatially variable rcv in the computational domain,
which is neglected in References [15e18]; the third term is the
source term responsible for the phase change.
2.3. Boundary conditions

Numerical simulations are conducted in a 2D computational
domain with a 200 � 600 grid system. Two kinds of heated plates
are placed at the center of the computational domain, as shown in
Fig. 2. The computational domains of Fig. 2(a) and Fig. 2(b) are used
to study influences of surface wettability and cavity on the boiling
process, respectively. The boundary conditions are shown in
Fig. 2(a): the periodic boundary is applied at the left and right sides
of computational domain; the convective boundary condition is
applied at the top of computational domain; the adiabatic bound-
ary condition is applied at the left and right sides of the heated
plate; the constant temperature is applied at the bottom side of the
heated plate. For the details of boundary treatments in LBM, one
can refer to references [27e29].

Note that the top side of heated plate is the conjugated
boundary condition in that both the temperature in fluids and solid
should be simultaneously solved, rather than pre-specified the top
side temperature [30]. Such a conjugated boundary should be
carefully treated to ensure the continuity of temperature and heat
flux at the boundary. With the half lattice treatment, the temper-
ature distribution function at conjugated boundary can be
expressed as [31]:

h
i

�
xf ; t þ dt

�
¼ 1� b

1þ b
h*i
�
xf ; t

�
þ 2b
1þ b

h*
i
ðxs; tÞ

hiðxs; t þ dtÞ ¼ 1� b

1þ b
h*
i
ðxs; tÞ þ 2

1þ b
h*i
�
xf ; t

� (25)

where xs denotes the node at the heated plate; xf denotes the node
at the flow region; i denotes the opposite direction of i; and
b ¼ ðrcvÞs=ðrcvÞf . If b ¼ 1, Eq. (25) can be reduced as:

hi

�
xf ; t þ dt

�
¼ h*

i
ðxs; tÞ

hiðxs; t þ dtÞ ¼ h*i
�
xf ; t

� (26)

It is the same with the streaming process in LBM, which means
that if b ¼ 1, no additional treatment is needed at the conjugated
boundary.

For LBM, the recovered macroscopic energy equation is Eq. (23),
and it is the diffusive flux aVT that conserved at the conjugated
boundary rather than heat flux. Considering a simple case of pure
conduction in a two-component medium, as shown in Fig. 3 (a),
heat is conducted from top side to the bottom side through the
interface. Suppose there is no contact resistance at the interface,
from Eq. (23), we should have a1VT ¼ a2VT conserved at the
interface rather than l1VT ¼ l2VT . But physically it is the heat flux
continued at the interface, and thus additional treatment is needed
at the interface as shown by Eq. (25). As shown in Fig. 3 (b), with
such a special treatment, the temperature distribution agrees well
with the analytical result. In the present paper, rvv of the heated
plate is much larger than that of the liquid or vapor, which will lead
to a significant jump of heat flux at the conjugated boundary if no
additional treatment at the interface is assigned.
2.4. Validation

In the present paper, we improved the liquid-vapor phase
change LB model. To validate the present model, a benchmark
concerning evaporation is conducted [16]. The schematic of
computational domain and boundary conditions are shown in Fig. 4
(a). The liquid evaporates into vapor at the interface by absorbing
heat from the bottom at the saturation temperature of 0.86Tc. The
input heat flux should be small enough to avoid boiling at the in-
ternal of liquid. For a certain heat flux, the stable stream mass flow
rate can be obtained by:

q ¼ m0hfg (27)

where hfg is the latent heat. The predicted stream mass flow rates
with the input heat flux are presented in Fig. 4(b), which agrees
well with analytical results.
3. Results and discussion

3.1. Bubble departure diameter and release frequency

Many studies have been conducted to investigate the bubble
departure diameter and bubble release frequency [13,15]. From the
static force balance of adhesive force and buoyant force, the
following relation between the bubble diameter and gravity was
derived by Fritz [32]:



Fig. 2. Computational domain and boundary conditions.

Fig. 3. Comparison of results of different treatments at the interface.
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Db �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s

g
�
rl � rg

�
vuut (28)

As for the bubble release frequency, themost famous correlation
is proposed by Zuber [33]:

f�1 � Db

2
4sg

�
rl � rg

�
r2l

3
5
�0:25

(29)

With the fact that the bubble departure diameter is proportional
to g �0.5 derived by Fritz, the bubble release frequency is propor-
tional to g�0.75.

In this section, the bubble departure diameter and release
period as a function of gravity are numerically obtained based on
the a-model structure (shown in Fig. 2 (a)). Fig. 5(a) shows the
numerical results of bubble departure diameters varying with the
gravity force (In this paper, all the physical parameters are in lattice
units). The exponent of the fitting curve of our numerical results
is�0.514, which agrees well with the correlation given by Fritz [32].
Fig. 5(b) shows the numerical results of bubble release frequency
varying with the gravity force. The exponent of the fitting curve of
our numerical results is �0.7875, which is a little bigger (absolute



Fig. 4. Model validation of an evaporation case.

Fig. 5. The influence of gravity.
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value) than the analytical results of Zuber [33]. One possible reason
for this deviation may result from the fact that natural convection
developing between the liquid and heated plate is not considered
in the analytical results.
3.2. Vapor bubble growth and heat flux

Three-phase contact line (TCL) means the contact line of vapor,
liquid and solid. Fig. 6 shows the three-phase contact line move-
ment during the vapor bubble growth process. The results are ob-
tained at the static contact angle of 95�, and Jacob number is 0.142
which is defined as follows:

Ja ¼ cvlðTw � TsÞ
hfg

(30)



Fig. 6. Vapor bubble growth process.
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where Tw and Ts are the wall temperature and saturation temper-
ature, respectively.

As shown in Fig. 6 (a), from t ¼ 16000 to t ¼ 18400, the three-
phase contact line moves outward and the vapor bubble volume
increases, which is called as expansion process; after that, the
three-phase contact line starts to moves inward, which is called
rewetting process. Due to the action of the buoyant force, a vapor
neck appears at t ¼ 29000, and finally the bubble breaks at
t ¼ 46500. After bubble departure, the remained part continues to
grow and a new bubble growth cycle begins. The dynamic bubble
movement after departure is presented in Fig. 6 (b). The volume of
the departure bubble gradually decreased during the rise process,
which is also observed in the literature [13]. It is because the
temperature inside the vapor bubble generated from the bottom is
overheated and higher than the surrounding liquid. Therefore, the
departure bubble condenses and finally collapses after moving a
certain distance. The distance between the three-phase contact line
and center, denoted as d, is recorded during the vapor bubble
growth process, as shown in Fig. 7. At the minimum value of d, the
vapor bubble departs. The first two bubble growth cycles have a
longer duration time than the following cycles which are almost
periodically repeated.
Fig. 7. Three-phase contact line and heat flux vs. time.
The local wall heat flux and average wall heat flux of the upper
surface of the heated plate can be obtained by:

qw ¼ �lw

�
vT
vy

�
y¼H

(31)

qw ¼
Z

qwdx=L (32)

Fig. 7 also shows average wall heat flux of the upper surface of
the heated plate varying with time. As shown, the wall heat flux
increases during the rewetting process and reaches the peak at the
time of bubble departure (d at minimum value), while decreases
during the expansion process and reaches a minimum value when
d is at the maximumvalue. It is because the thermal conductivity of
liquid is much larger than that of vapor. Meanwhile, the departure
of the bubble brings disturbance into flow field and reduces the
thickness of the thermal boundary layer. The local qw and qf are
shown in Fig. 8. The local heat flux at the first fluid layer adjacent to
the heated plate can be obtained by:
Fig. 8. The local heat flux variation.
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qf ¼ �lf

�
vT
vy

�
y¼Hþ1

(33)

As shown in Fig. 8, the peak value of local heat flux occurs at the
position where the three-phase contact point exists. It is because
the highest rate of phase change occurs at the three-phase contact
point. The local heat flux at the surface covered with the liquid is
larger than that at the surface covered with the vapor. The differ-
ence of qw and qf is due to the source term (including phase change
term) of the first fluid layer adjacent to the heated plate. The
variation tendencies of qw and qf are consistent.

The velocity, density and temperature distributions are shown
in Fig. 9. The temperature at the three-phase contact point is lowest
due to the highest speed rate of liquid-vapor phase change. The
temperature of the surface covered with vapor is higher than that
covered with liquid. It is because the thermal conductivity of vapor
is much lower than that of liquid. This result agrees with the fact
that the bubble occurs at the higher temperature position of the
heated surface. In addition, from temperature contours, it can be
seen that the temperature inside the bubble is overheated. There-
fore, the departure vapor bubble will heat the surrounding liquid
until the bubble collapses. It is interested to note that Fig. 9(a)
shows a relatively thick interface region. It is because the pseudo-
potential LBM is a diffuse interface method, and the width of the
interface always has several lattices. A smaller value of a in P-R
equation of state leads to a wider thickness interface and a better
numerical stability. However, the thickness of interface can be
neglected compared with the characteristic length of computa-
tional domain. So it will not lead to much inaccuracy of the simu-
lation results.
3.3. Comparison of boiling at different density ratio

In the previous studies, the simulated boiling saturation tem-
perature is 0.86 Tc or 0.9 Tc, and the density, thermal conductivity
ratios of the liquid versus vapor are rather low. At Ts ¼ 0.86Tc, the
density ratio is about 17:1; the kinematic viscosity and thermal
diffusivity ratios are about 1:4.3; and the thermal conductivity ratio
is about 9:1. In the present study, the simulation saturation tem-
perature can be as lowas Ts¼ 0.68Tc. At Ts¼ 0.68Tc, the density ratio
is about 200:1; the kinematic viscosity and thermal diffusivity ra-
tios are both about 1:20; and the thermal conductivity ratio is
about 20:1. The comparisons of boiling at different saturation
Fig. 9. The velocity, density and
temperatures are shown in Fig. 10 under the same superheat
criteria Ja ¼ 0.142. Fig. 10(a) shows the diameters of every departed
bubble varying with time. It can be seen that the bubble appears
earlier at Ts ¼ 0.86Tc than that at Ts ¼ 0.68Tc, resulted from the
smaller latent heat at Ts ¼ 0.86Tc. For each bubble, its diameter
reaches the maximum when it is going to depart from the heating
surface, and the bubble diameter reduces after bubble departs. At
Ts ¼ 0.68Tc, the departed bubble collapses before the next bubble
departs, while at Ts ¼ 0.86Tc, the departed bubble can remain for a
longer time. At the same Ja number, the temperature difference, Tw-
Ts, at Ts¼ 0.86Tc is smaller due to the smaller latent heat than that at
Ts ¼ 0.68Tc. The condensation trend of the departed bubble is
stronger at a bigger temperature difference of vapor bubble and
surrounding liquid. After the liquid is heated for a certain time, the
eighth departure bubble departs before the seventh bubble disap-
pears at Ts ¼ 0.86Tc. It means that two bubble coexist at the
computational domain, which is not observed at Ts ¼ 0.68Tc. Fig. 10
(b) shows the comparisons of wall heat flux varying with time at
different boiling saturation temperature. Both amplitudes of wall
heat flux and average wall heat flux at Ts ¼ 0.68Tc are much larger
than those at Ts ¼ 0.86Tc due to the larger latent heat and larger
thermal conductivity of the liquid at Ts ¼ 0.68Tc.
3.4. Influence of surface wettability

The value of fluid-solid interaction force (adhesive force) can be
adjusted by tuning Gw. The variation of the static contact angle of
liquid droplet with Gw is shown in Fig. 11. For hydrophilic surface,
the static contact angle of droplet is smaller than 90�, while for
hydrophobic surface, the contact angle of droplet is larger than 90�.

Fig. 12(a) and Fig. 12(b) show the bubble growth process with
the static contact angle of 38.2� and 123.3�, respectively. It can be
seen that there is no remained vapor on the surface when the
bubble departs with the contact angle of 38.2�, and therefore a
nucleation waiting time is needed to generate a new bubble. As for
the case of static contact angle of 123.3�, there is a remained part of
vapor at the surface when the bubble departs. The remained part of
the vapor becomes the nucleus of the next bubble and no nucle-
ation waiting time is needed to generate a new bubble, which is
also observed in the experimental work [34].

Fig. 13 shows the average temperature of the upper surface of
the heated plate varying with time. From this curve, we can
determine the nucleation temperature occurring at the instant of
time a when the bubble nucleus generates. At time a, the
temperature distributions.



Fig. 10. Comparisons of boiling at different saturation temperatures.

Fig. 11. The variation of contact angle with Gw.
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temperature significantly rises due to the small thermal conduc-
tivity of the vapor. From the instant of time a to time b, the average
temperature of the surface rises due to the bubble at the expansion
stage; while from time b to time c, the average wall temperature of
the upper surface decreases due to the bubble at the rewetting
stage. This time variation of wall temperature is confirmed by
Myers et al. [35] at their experimental work. Table 2 presents the
nucleation waiting time of first bubble (the first bubble nucleus
occurs) varying with the static contact angle. As shown, the
nucleation waiting time of first bubble decreases with the
decreasing surface wettability. It means that the bubble occurs
earlier on a hydrophobic surface than a hydrophilic surface, which
is also observed by Jo et al. [34] at their experimental work.

A small size of the heated plate is used to study the generation
process of a single bubble. However, to investigate the effect of
surface wettability on the boiling curve, a larger size of heated plate
has to be adopted where many vapor embryos can be formed.
Fig. 14 shows the boiling curves at the static contact angle of 52.9�,
62.8�, 73.5�, respectively. The heat flux first increases with the
superheat and then decreases. Taking the static contact angle of
52.9� as an example, the boiling is at the nucleate boiling stage from
Ja ¼ 0.111 to Ja ¼ 0.227 (Fig. 14), and then it goes into the transition
boiling stage. Correspondingly, the heat flux increases with the
superheat, reaching the maximum heat flux at Ja ¼ 0.227, and then
decreases. It can be observed that the maximum (critical) heat flux
decreases when the static contact angle increases, which agrees
with the trend revealed in literature [36]. At the very low superheat
region, the heat flux increases with the static contact angle. This is
due to the fact that the bubble occurs earlier on surfaces with a
larger contact angle (shown in Table 2). However, the vapor bubble
trends to be more likely to expand along the surface with a larger
contact angle, which will lead to a smaller maximum heat flux
occurred at a lower superheat Ja number. This phenomenon is also
reported in literature [19].

3.5. Influence of cavity

In this section, the influence of cavity at the surface of the heated
plate on the wall heat flux is investigated. Hereafter, the value of Gw

is set to be 0, which means the surface is neutral. The heat flux of
the surface with cavity is recorded at the bottom of heated plate.

3.5.1. Influence of rectangular cavity width
The influence of the rectangular cavity width on the bubble

growth process and wall heat flux is investigated (see b-model
structure in Fig. 2(b)). The height H and length L of the heated plate
are 20 and 90 (lattice unit), respectively. The depth of the rectan-
gular, h, remains 15, while the width of rectangular cavity, W, is
changing from 10 to 50. Comparisons of the heat transfer perfor-
mance of the surface with different cavity widths are shown in
Fig. 15 (a). The zero rectangular width represents no cavity at the
upper surface of the heated plate, and its wall heat flux is the
reference line. The average heat flux first increases with the width
of the cavity and then decreases, reaching a peak at thewidth of the
cavity being 30. The average heat flux of the surface with cavity
width being 30 is 89% higher than that of the surfacewithout cavity.
It can also be seen that the bubble release frequency first increases
with the cavity width and then approaches a certain value. The



Fig. 12. Influence of contact angle on the bubble growth process.

Fig. 13. Average wall temperature vs. time.

Table 2
Nucleation waiting time of first bubble vs. static contact angle.

Static contact angle 38.2� 52.9� 89.9� 101.4� 113.2� 123.2�

Nucleation waiting time 47000 30000 15600 10600 7800 6300

Fig. 14. Comparison of boiling curve.
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vapor first occurs at the cavity and becomes the nucleus site of the
bubble. After the bubble departure, the remained vapor trapped in
the cavity speeds up the bubble generation. Fig. 15(b) shows the
comparisons of the local heat flux of surface with different cavity
widths, which shows that there exists an optimal width of the
rectangular cavitymaking the best heat transfer performance of the
surface. In the present study, it is found that if the rectangular
cavity width is larger than 20, the three-phase contact point occurs
at upper corner of the cavity; while if the rectangular cavity width
equals 10, the three-phase contact point expands along the surface
(shown in the right bottom of Fig. 15 (a)). The position of three-



Fig. 15. Comparisons of heat flux of surfaces with different cavity widths.
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phase contact point explains the maximum local heat flux occur-
ring at the corner of the cavity. As shown in Fig. 15(b), the local heat
flux of the surface covered by liquid increases with cavity width.
This is because the rate of liquid-vapor phase change increases with
the cavity width, and the liquid covering at the wetting surface will
absorbs more latent heat (can be seen at the density contour
adjacent to the wetting surface). However, the surface covered by
the vapor has a rather low local heat flux. Therefore, there exists an
optimal cavity width making the average wall heat flux highest.

3.5.2. Influence of cavity shape
Fig. 16 shows comparisons of the heat flux of different cavity

shapes. The shapes of the cavity include circle, triangular, trape-
zium, and rectangular. The average heat flux and local heat flux of
surfaces with different shapes of cavity are shown in Fig. 16(a) and
Fig. 16(b), respectively.

It can be seen that the average heat flux of the roughened
Fig. 16. Comparison of the heat flux of su
surface with the cavity shape of circle has the best heat transfer
performance; secondly is the triangular; and then is trapezium;
finally is rectangular. The surface cavity is the nucleation site of the
bubble and it may speed up the bubble departure frequency.
Compared with the surface without cavity, the time-averaged heat
fluxes are enhanced by 63%, 50%, 44%, 42% for circle, triangular,
trapezium and rectangular, respectively. The detail local heat flux is
shown in Fig. 16(b), which shows that for the most part of the circle
surface, its local heat flux is the highest among five shapes. It agrees
with the experimental work conducted by Das et al. [37] that the
surface with circular groove performed the best.

4. Conclusions

In the present paper, a multiple-relaxation-time pseudopoten-
tial lattice Boltzmann model combined with a modified thermal
lattice Boltzmann method is adopted to simulate the bubble
rfaces with different shapes of cavity.
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nucleation, growth and departure process on a heated plate for
two-dimensional situations. The modified phase-change pseudo-
potential MRT LB model can approximately achieve thermody-
namic consistency and a smaller value of a in P-R equation of state
can reduce the spurious currents at the interface, which allows us
to simulate the bubble nucleation at a large density ratio up to 200.
The conjugated boundary of heated plate and fluids are properly
dealt with to account for the rapid changes of rcv in the liquid-solid
two domains.With the developedmethod, the boiling heat transfer
performance at two saturation temperatures, Ts¼ 0.68Tc and 0.86Tc,
are compared and the influences of surface wettability and cavities
on the boiling heat transfer are investigated. Following conclusions
can be made:

(1) The temperature of solid surface covered with vapor is
higher than that covered with liquid; the boiling heat flux
increases during the rewetting process while decreases
during the bubble expansion process. The average heat flux
of boiling at Ts¼ 0.68Tc is much larger than that at Ts¼ 0.86Tc.
The vapor bubble occurs earlier at Ts ¼ 0.86Tc;

(2) For the rectangular cavity, the vapor first occurs at the cavity
and becomes the nucleus site of the bubble; the remained
vapor trapped in the cavity speeds up the bubble generation;
the average heat flux first increases with the width of the
cavity and then decreases, reaching a peak at certainwidth of
the cavity;

(3) Bubble occurs earlier on a hydrophobic surface than a hy-
drophilic surface; for the hydrophilic surface, the surface is
covered by liquid after bubble departure, while for the hy-
drophobic surface, a residual vapor is remained on the sur-
face and can serve as the vapor embryo of the next bubble,
thus resulting in no nucleation waiting time for the next
bubble. In the simulated boiling curve, the maximum (crit-
ical) heat flux decreases with the decreasing wettability of
the surface;

(4) For five different 2D shapes of cavity, at the same other
conditions, the average heat flux of the circle cavity is the
highest, and that of the plane surface is the lowest.
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