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Nucleate boiling heat transfer (NBHT) from enhanced structures is an effective way to dissipate high heat
flux. In the present study, a 3D multi-relaxation-time (MRT) phase-change lattice Boltzmann method in
conjunction with conjugated heat transfer treatment is proposed and then applied to the study of cavities
behaviours for nucleation on roughened surfaces for an entire ebullition cycle without introducing any
artificial disturbance. The bubble departure diameter, departure frequency and total boiling heat transfer
rate are also explored. It is demonstrated that the cavity shapes show significant influence on the features
of NBHT. The total heat transfer rate increases with the cavity mouth and cavity base area while decreases
with the increase in cavity bottom wall thickness. The cavity with low wetting can enhance the heat
transfer and improve the bubble release frequency.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

The last century has witnessed a surge in boiling heat transfer
research due to its complexity involving the thermal fluctuations
at the molecular scale and convective motion and energy transport
at the macroscopic scale [1–4]. Nucleate boiling heat transfer
(NBHT) has been recognized as an effective mechanism for heat
dissipation because of the latent heat accompanying the liquid–va-
por transition [5]. Based on the fundamental physics of different
mechanisms of nucleation, the homogeneous, heterogeneous,
pseudo-classical as well as non-classical nucleations have been
proposed [6,7]. However, they do not offer a comprehensive under-
standing of the important features in NBHT such as the bubble
release frequency, bubble departure diameter and critical heat flux
(CHF). Extensive empirical correlations with limited application
range and several adjustable variables have thus been tailored
for engineering needs [8–14].

With respect to boiling heat transfer enhancement, surface
modification is considered to be implemented in a cost effective
way when compared with the active methods such as the nanoflu-
ids and/or porous coating [8,15,16]. The first study in this regard
was conducted by Jakob [17] who investigated the effect of surface
roughness on boiling heat transfer. After that a large number of
experimental studies on the surface characteristics have been con-
ducted with the rapid growth in surface fabrication technologies
[1]. As the microscopic scale is concerned, almost all the surfaces
in nature are made up of many cavities and crevices. Those imper-
fections can serve as nucleation sites [18]. Heat transfer enhance-
ments by such cavities are experimentally obtained with an
improvement of heat transfer coefficient by eightfold times [11],
CHF value by two-and half times [11], and incipient superheat
decreasing by 80–90% [19]. The mechanisms on the heat transfer
augmentation may be attributed to the increasing mobility of the
vapor liquid surface [20] or the lowering interfacial free energy
of the nucleus [3].

Experimental results show that the activation density is deter-
mined by the wall superheat, heat flux, surface wettability and cav-
ity geometry [18,21,22]. It is suggested that the initial boiling
superheat needed and its stability are influenced by the cavity
mouth diameter and shape, respectively [23]. The cavity depth
could result in premature rapid decline of overall heat transfer per-
formance due to the larger flow resistance for the rewetting of liq-
uid [24]. However, the activation of the cavity can also turn to be
inactive because of the interactions among bubbles, which has
been investigated firstly by Chekanov [25]. Three types of bubble
coalescences including the vertical, horizontal and declining bub-
ble coalescence have been proposed based on the ratio of the cavity
spacing to the average bubble departure diameter [26]. Although a
wide variety of cavities are designed and experimentally investi-
gated by researchers, no one can expect to answer the question
on what kind of micro-structured cavity performs the best perfor-
mance of NBHT [7] to maximize heat transfer from solid to fluid?
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With the development of computer technology, numerical sim-
ulations on NBHT have received much attention. Studies of direct
numerical simulation on boiling were mostly reported at macro-
scopic scale where several kinds of interface tracking methods
were used, such as VOF, level-set and VOSET methods [27]. How-
ever, with these methods, an initial nucleate embryo and a waiting
period should be assigned, and thus they cannot describe the entire
ebullition of the bubble cycles. With a number of molecular parti-
cles introduced in a system at microscopic scale, molecular dynam-
ics simulations were performed in a natural and comprehensive
manner without any artificial assumption [28]. However, the sim-
ulations are limited to a very small size. Lattice Boltzmann method
(LBM), as a mesoscopic method based on the discrete kinetic the-
ory, has been widely applied for the boiling heat transfer when
coupled with some thermal models [29–36]. Three boiling stages
of pool boiling are reproduced by Gong and Cheng [36] and Li
et al. [31]. Some effects of cavity geometry and wall wettability
on the bubble departure diameter and bubble release frequency
are also explored [33,34,36]. However, there are still some defi-
ciencies involving the treatment of nucleation formation and the
thermal models. For the treatment of nucleation formation, Márkus
and Házi [34] initially assigned an existing embryo in their work,
which cannot reflect the entire ebullition cycle. Li et al. [31] and
Zhang and Chen [35] added small temperature fluctuations in the
grid, which is equivalent to adding a density disturbance according
to the equation of state. It is our understanding that any non-
uniformity, including those in surface wettability, wall tempera-
ture or heat flux distribution, surface roughness, etc., can serve
as a disturbance to promote the nucleation. And all these non-
uniformities are problem inherent characteristics, hence, are more
reasonable and acceptable. Therefore the practice of setting a high
temperature point on the heating wall to stimulate nucleation can
be removed. As for the treatment of thermal models, two aspects
may be mentioned. First is the thermodynamic equation of state.
The equation of state adopted in the model of Márkus and Házi
[33,34] was not for real gases. Second is the conjugated condition
treatment of the heating wall. The importance of the conjugated
heat transfer treatment for the heating wall has been addressed
in [29,37]. However, in some papers published a bit earlier this
treatment was often ignored, leading to an application limitation
to the steady-state solutions when the thermal conductivities of
different components are identical [38].

Herein, we present an improved thermal model considering the
conjugated heat transfer in a solid-fluid system. The model is
applied on the cavity behaviour for nucleation on roughened sur-
face for the entire ebullition cycle without introducing any artifi-
cial disturbance. The outline of the rest of the paper is as follows.
Section 2 gives a brief introduction to the multiphase flow model
together with the improved thermal model. In Section 3, some
numerical tests are performed to validate the present model. In
Section 4, we investigate the detailed embryo nucleation and the
entire ebullition process, and then the effects of cavity configura-
tion, base area, solid thickness and wall wettability are explored
and discussed. Section 5 provides some conclusions.
2. Lattice Boltzmann method

2.1. The pseudo-potential MRT approach for multiphase flow

In the multi-relaxation-time (MRT) collision method, a higher
numerical stability and lower spurious velocity can be achieved
by choosing different separated time scales to represent changes
in the various physical processes. The motion of the fluid described
by a set of density distribution functions is considered as a collec-
tive behavior of pseudo-particles at a mesoscopic level [39,40]. The
evolution of the standard LB equation with MRT collision is
expressed as follows [41]:

f aðxþ eadt; t þ dtÞ ¼ f aðx; tÞ �
X
b

Xabðf bðx; tÞ � f eqb ðx; tÞÞ

þ
X
b

ðIab � 0:5XabÞSbðx; tÞ ð1Þ

where fa (x, t) is the density distribution function at the lattice site x
and time t, f eqb is the equilibrium distribution in the bth direction, X
is the collision matrix, I is the identity matrix and ea is the particle
velocity in the ath direction. For the three-dimensional nineteen-
velocity (D3Q19) model, ea is expressed as follows:

ea ¼
ð0;0;0Þ; a ¼ 0
ð�1;0;0Þ; ð0;�1;0Þ; ð0;0;�1Þ; a ¼ 1; :::;6
ð�1;�1;0Þ; ð�1;0;�1Þ; ð0;�1;�1Þ a ¼ 7; :::;18

8><
>: ð2Þ

The forcing term Sa is related to the total force F as follows [42]

Sa ¼ wa
ea � u
c2s

þ ea � u
c4s

ea

� �
� F ð3Þ

where wa = 1/3 for a = 0, wa = 1/18 for a = 1–6 and wa = 1/36 for
a = 7–18. cs ¼ c=

ffiffiffi
3

p
, and c is the lattice sound speed.

With a transformation matrix T, the right side of Eq. (1) can be
mapped onto moment space as

m� ¼ m� Kðm�meqÞ þ dtðI� 0:5KÞS ð4Þ
where m and meq are the moment space of the density distribution
of f and feq, which are derived from m = Tf and meq = Tfeq, respec-
tively. The matrix T can be found in [41]. meq can be expressed as
follows:

meq ¼ q

1;�11þ19ðu2
x þ u2

y þ u2
z Þ; 3� 11

2 ðu2
x þ u2

y þ u2
z Þ;

ux;� 2
3ux; uy;� 2

3uy; uz;� 2
3uz;

2u2
x � u2

y � u2
z ;

1
2 ð2u2

x � u2
y � u2

z Þ;u2
y � u2

z ;
1
2 ðu2

y � u2
z Þ;

uxuy; uyuz; uxuz; 0; 0; 0

0
BBBB@

1
CCCCA

T

ð5Þ
The diagonal matrix K is given by [43]

K ¼ diagðs0; se; se; s0; sq; s0; sq; s0; sq; sm; sp; sm; sp; sm; sm; sm; st ; st ; stÞ
ð6Þ

Following the work presented in [42,44], the improved source
term S to achieve thermodynamic consistency is given by

S ¼

0

38ðuxFx þ uyFy þ uzFzÞ þ 114eðF2xþF2yþF2z Þ
w2ð1=se�0:5Þ

�11ðuxFx þ uyFy þ uzFzÞ
Fx

�2=3Fx

Fy

�2=3Fy

Fz

�2=3Fz

2ð2uxFx � uyFy � uzFzÞ
�2uxFx þ uyFy þ uzFz

2ðuyFy � uzFzÞ
�uyFy þ uzFz

uxFy þ uyFx

uyFz þ uzFy

uxFz þ uzFx

0; 0; 0
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where e is used to tune the mechanical stability and is selected as
0.09 in the present study. It is noted that the width of interface dif-
fusion layer can somewhat be decreased by changing the parameter
e. The total force F acting on a fluid particle includes the fluid–fluid
interaction force Ff, fluid–solid interaction force Fs and other forces
(such as the gravitational force Fg). The interaction force is given by
[30]

Ff ¼ �GfwðxÞc2s
X18
a¼1

wðjeaj2Þwðxþ eadtÞea ð8Þ

where Gf reflects the interaction strength among the fluid, and

wðjeaj2Þ are the weights. In the present study, only the interactions
of six nearest neighbors and twelve next-nearest neighbors are con-
sidered. The effective mass wðxÞ is defined to calculate the interac-
tion force based on local fluid density

wðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðp� qc2s Þ

Gf c2s

s
ð9Þ

A non-ideal fluid with the P-R equation of state (EOS) is adopted
[45]

p ¼ qRT
1� bq

� aaðTÞq2

1þ 2bq� b2q2
ð10Þ

with aðTÞ¼ 1þð0:37464þ1:54226x�0:26992x2Þ�ð1� ffiffiffiffiffiffiffiffiffiffi
T=Tc

p Þ
h i2

;

a = 0.45724(RTc)2/pc, b = 0.1873RTc/pc. Substituting Eq. (10) to (9),
the effective mass can be calculated. Note that Gf can be cancelled
out and is put there only to ensure the right hand side of Eq. (9) to
be reasonable. In order to simulate the nucleation process of water
in the simulation, we choose Gf = �1, a = 3/49, b = 2/21, R = 1 and
x = 0.344. The critical parameters in lattice units such as the critical
pressure pc, temperature Tc and density qc are chosen as 0.089355,
0.109383 and 2.541858, respectively.

The fluid–solid force describing the wetting condition is given
by [30]

Fs ¼ �GswðxÞc2s
X18
a¼1

wðjeaj2Þlðxþ eadtÞea ð11Þ

where l is an indicator function that equals 0 for fluid nodes and
equals 1 for solid nodes. Gs can be tuned to obtain different contact
angles. It is noted that Gs is chosen as 0 without explicit explanation
in the present work. This is equivalent to take the contact angle
equal to 90� so that the surface is neither hydrophobic nor hydro-
philic. In Section 4.5, the effect of variation of Gs on boiling will
be investigated.

The gravitational force is expressed as [30]

Fg ¼ ðq� qaveÞg ð12Þ
with g is the gravitational acceleration and qave is the average fluid
density of the entire domain. With Eq. (12), the mass average veloc-
ity of the system keeps constant since a zero external force aver-
aged in the entire domain.

After the collision step in momentum space, m⁄ is transformed
back to the velocity space with f⁄ = T-1m⁄ and then streamed with
the following equation

f aðxþ eadt; t þ dtÞ ¼ f �aðx; tÞ ð13Þ
The hydrodynamic field variables such as the density q and

velocity u can be obtained from the first and second moments of
the density distribution functions as follows:

q ¼
X18
a¼0

f a ð14Þ
qui ¼
X18
a¼0

f aeai þ 0:5Fidt ð15Þ
2.2. The thermal LB model

The thermal model is derived based on the entropy balance
equation neglecting the viscous dissipation, which is given by

qT
ds
dt

¼ r � ðkrTÞ ð16Þ

where s is the entropy and k is the thermal conductivity.
Substituting the thermodynamic relation Tds ¼ cvdT þ T @p

@T

� �
vdv ¼

cvdT � T
q2

@p
@T

� �
qdq to Eq. (16), one can obtain the following

equation

dT
dt

¼ 1
qcv

r � ðkrTÞ � T
qcv

@p
@T

� �
q
r � u ð17Þ

where cv is the specific heat at constant volume. The following
equation can be derived from the left hand side of Eq. (17)

dT
dt

¼ @T
@t

þ ðu � rÞT ¼ @T
@t

þr � ðuTÞ � Tr � u ð18Þ

Substituting Eq. (18) to Eq. (17), we can obtain

@T
@t

þr � ðuTÞ ¼ 1
qcv

r � ðkrTÞ þ T 1� 1
qcv

� �
@p
@T

� �
q
r � u ð19Þ

It should be noted that the heat capacitance in the liquid–vap
or–solid system varies greatly due to the large difference in heat
capacity cv or the density q. Therefore, the first term in the right
hand side of Eq. (19) cannot be simplified as r � ðvrTÞ, in which
v ¼ k=qcv is the thermal diffusivity. It is because of the discrepancy
of heat capacitance that the conjugated heat exists in the system.
For steady state, the heat capacitance can be assumed the same
to simplify the treatment of the conjugated heat transfer. To intro-
duce the treatment of conjugated heat transfer, Eq. (19) can be fur-
ther transformed as

@T
@t þr � ðuTÞ ¼ r � ðvrTÞ þu

u ¼ �r 1
qcv

	 

� ðkrTÞ þ T 1� 1

qcv

	 

@p
@T

� �
qr � u ð20Þ

where the right-side first term of the source term u comes from the
following transformation:

1
qcv

r � ðkrTÞ ¼ r � ðvrTÞ � r 1
qcv

� �
� ðkrTÞ

and it can be called as conjugated heat since only when the temper-
ature in both fluid and solid should be simultaneously solved (con-
jugated) this term will play a role. The treatment of the conjugated
heat in Eq. (20) is one-sided finite-difference approximation
described as follows [38]

ðqcvÞavg ¼
ðqcvÞk þ ðqcvÞkþ1

2
;

@

@xj

1
qcv

� �
k

¼ ð1=qcvÞk � ð1=qcvÞavg
dj=2

ð21Þ

where the average heat capacitance at the center point ðqcvÞavg is
obtained by the values of nodes k and k + 1 and dj is the lattice space
in j direction.

In order to solve the energy equation of Eq. (20), a thermal LB
model is adopted

ha xþ eadt; t þ dtð Þ ¼ haðx; tÞ � 1
sT

ðhaðx; tÞ � heq
a ðx; tÞÞ þxau ð22Þ



Table 1
Comparison of the surface tension obtained with the present model and NIST data.

Ts/Tc r (mN/m) Deviation (%)

Present model NIST

0.70 45.71 42.22 8.27
0.75 35.49 34.95 1.55
0.80 26.57 27.25 2.51
0.86 17.38 18.32 5.13

Fig. 2. Comparison of the coexistence curve obtained with the present model and
the analytical solutions given by Maxwell construction.
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where ha (x, t) is the temperature distribution function, u is the
source term and sT is the dimensionless relaxation time with
sT ¼ 0:5þ 3vdt=d2x . The equilibrium temperature distribution func-
tion is given by

heq
a ðx; tÞ ¼ xaT 1þ 3

c2
ðea � uÞ þ 9

2c4
ðea � uÞ2 � 3

2c2
u2

� �
ð23Þ

By using the Chapman-Enskog expansion, the thermal lattice

model can retrieve Eq. (20) with T ¼ P18
a¼0ha.

3. Validation of code and boundary conditions

3.1. Code validation

Two representative problems are simulated to validate the pre-
sent model. One is the evaluation of the Laplace law, and the other
is the comparison of the coexistence curves between the numerical
and theoretical curves predicted by the Maxwell equal-area
construction.

For the first problem, a stationary droplet surrounded by vapor
in a periodic zone with a mesh system of 201 � 201 � 201 is
adopted. The mesh resolution is 10 lm, and the real critical
parameters of water are qc,r = 322 kg m�3, Tc,r = 647.1 K,
pc,r = 22.064 MPa. The conversion between the real property and
the lattice property can be easily implemented according to the
law of corresponding states. The Laplace law Dp = 2r/r, in which
r is the surface tension and Dp is the pressure drop, is tested by
varying the bubble radius r for a set of saturation temperature Ts.
As shown in Fig. 1, the pressure drop varies linearly with 1/r for
all the cases studied, and a comparison of surface tension predicted
with the present model and the NIST data is listed in Table 1. The
result shows a good match with the maximum deviation around
8%.

For the second problem, a stationary droplet with r = 30 (lattice
unit) is initially placed in a periodic domain filled with vapor with
a mesh system of 201 � 201 � 201. The density of the droplet is
slightly larger than qc while the density of the vapor is slightly
lower than qc. By varying the saturation temperature Ts, densities
of the vapor and liquid would finally reach the corresponding val-
ues. Fig. 2 shows the comparison of the coexistence curve obtained
with the present model and the analytical result given by Maxwell
construction. The result shows that thermodynamic consistency
can be achieved well with the present model.
Fig. 1. Evaluation of the Laplace’s law with the present model.

Fig. 3. Computational domain of the roughened surface with different kinds of
cavities, (a) computational domain; (b) five different three dimensional cavities (For
the first three cavities in both x � z and y � z directions, the cross-sections are
rectangular, trapezoid and triangular, respectively; the fourth is spherical and the
fifth is spherical reentrant).
3.2. Computational domain and boundary conditions

Simulations are performed on an open system filled with
saturated water, and the water is heated through a solid with
roughened surface. Fig. 3 depicts the cross-sections of five different
three dimensional cavity grooves on the surface, namely the
rectangular, trapezoidal and triangular in both x � z and y � z



Table 2
Corresponding properties adopted in the simulation (lattice units).

Liquid Vapor Solid

Density (q) 6.50 0.38 13.00
Kinetic viscosity (m) 0.08 0.35 –
Heat capacity (cv) 9.33 8.42 2.45
Heat conductivity (k) 3.57 0.44 3.51
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directions, spherical and spherical reentrant ones. The geometries
are chosen with simplicity and repeatability considered. The entire
computational size Lx � Ly � Lz is 1.2 � 1.2 � 6 mm discretized by
120 � 120 � 600 with the mesh resolution of 10 lm. The sizes of
the cavity width L1, L2 and the thickness of the solid H2, H3 and
the radius r are all kept as a constant throughout the simulation,
and their values are 0.5, 0.25, 0.3, 0.6 and 0.25 mm, respectively.
Without explicit explanation, the cavity height H1 = 0.25 mm. The
cavity mouth diameter L3 of the reentrant cavities varies from
0.3 to 0.5 mm.

The temperature of the saturated water is initially set as 0.86 Tc,
and all the corresponding properties for the two-phase together
with the solid are listed in Table 2. Gravity is chosen as
�2.5 � 10�5 in lattice unit. It is noted that the heat capacitance
ratio between the liquid and vapor is 18.95. The viscosity ratio
between the liquid and vapor is 3.91. The properties f (such as
the heat capacity, kinetic viscosity and thermal diffusivity) at the
two-phase interface are calculated with the following equation

f ¼ ql � q
ql � qg

nl þ
q� qg

ql � qg
ng ð24Þ

where the subscripts l and g denote liquid and vapor, respectively.
Fig. 4. Snapshots of bubble embryo nucleation emerged
The detailed boundary conditions are as follows: the periodic
boundary condition is applied at all the four lateral sides of the
domain; convective boundary condition is defined at the outlet
[46] and constant temperature Tc is set on the bottom of the solid.
The LB model has intrinsic linear scalability in parallel computing,
because the collision are calculated locally. It only takes about 5–
6 h for one case with 100 CPU cores.

4. Results and discussion

In the following discussion, characterization of the nuclei
growth and the whole bubble ebullition process will be firstly
demonstrated; then the effect of cavity mouth on the nucleate boil-
ing is performed on the reentrant cavities; finally, the effects of the
solid thickness, surface wettability and base area on the nucleate
boiling are explored for the rectangular cavities.

4.1. Characterization of vapor embryo formation

Heat is transferred by the transient conduction from the bottom
of the solid to the liquid. It is expected that vapor embryo will be
formed in the cavities due to the localized over-heating of liquid.
Those liquid near the bottom of the cavities can obtain the heat
firstly, and the superheated liquid turns to be lighter and becomes
unstable according to the thermodynamic equation of state. Conse-
quently, generation of a bubble embryo becomes probable. This
phenomenon has been observed in a large number of experimental
works using high-speed photography [8,11,12]. Fig. 4 presents the
snapshots of the nucleation embryos under different cavities. It
shows that the vapor embryos are generated from the cavities. It
from the roughened surface with different cavities.
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is noted that the radius size of the nucleation embryo is numeri-
cally predicted around 10 lattices (100 lm), while the typical
width of the diffuse interface is around 4–5 lattices (40–50 lm).
Besides, the density ratio we choose is not large and can also min-
imize the influence of the diffusion width. The result is consistent
with the classical nucleation theories that the interfacial free
energy of the nucleation can be lowered for an embryo in a cavity
of a solid [3]. It can also be observed that the embryos in all the
cavities except the rectangular cavity are somewhat spherical
and the embryos tend to be generated at the center regions of
the cavities firstly. Similar results have also been numerically
reported by Gong et al. [47] and experimentally reported by Kand-
likar [11] who indented a small fin in the heater surface and
observed the preference of nucleation occurring on the sharp
corner.

To better reveal the evolution process of the nucleation
embryos formatted from the corners, the Y-Z cross-section
(x = 0.6 mm) has been chosen and the snapshots of density distri-
butions of different cavities are presented in Fig. 5. Attention is
firstly turned to the rectangular cavity. It can be found clearly that
unlike the other cavities where the embryos generate at the middle
position, the embryo forms at the lateral sides of the rectangular
cavity. Since the thermal diffusivity of the solid is larger than that
of the liquid, the temperature of the lateral walls (acting as fins) of
the cavity thereby is higher than that of the bulk liquid near the
cavity bottom. Therefore, the rectangular cavity benefits the heat
transfer of the liquid at the sharp corners and promotes the nucle-
ation. The bubble trajectory during its growth is below 45� angle
and tends to be horizontal. This phenomenon is attributed to the
Fig. 5. Evolution of the nucleation embryo in
evaporation momentum force acting on the vapor. Evaporation at
the liquid–vapor interface can result in a force when the momen-
tum of the vapor phase leaves the interface [11]. A schematic illus-
tration on the phenomenon is depicted in Fig. 6. For a bubble
motion on the horizontal heated surfaces (see Fig. 6(a)), the evap-
oration momentum forces in the x-direction, Fm,1x and Fm,2x can
cancel each other if the heater surface temperature T1 equals T2,
and the bubble departure is determined by the vertical forces. If
T1 is larger than T2, the evaporation rate on the right surface is lar-
ger and results in a positive force in the x-direction. Similar for a
bubble motion at the sharp corner (see Fig. 6(b)), the temperature
of the lateral wall T2 is lower than that of the bottom wall T1 due to
a larger heat conduction resistance. The direction of the net
momentum Fm,total thereby is in an angle below 45� angle.

It can also be found in Fig. 5 that the time needed for the nucle-
ation of triangular cavity is the longest. This is mainly because of
the cavity shape: the triangular cavity is occupied by the least liq-
uid and only a small part of the liquid can obtain the heat due to its
smallest contact area with the solid (bottom area of the cavity).
Compared with the spherical cavity, the contact area of the trape-
zoidal cavity is much larger, and therefore a larger volume of the
vapor is generated at t = 0.277 s. In summary, a larger bottom area
of the cavity is beneficial for the nucleation embryo formation.

4.2. Bubble dynamics on roughened surfaces

It is widely recognized that the boiling heat transfer is mainly
from three mechanisms, namely, transient conduction, micro-
convection and micro-layer evaporation. A schematic illustration
different cavities at the Y-Z cross-section.



Fig. 6. Schematic illustrations of the evaporation momentum forces determining the embryo growth, (a) interfaces with different overheat; (b) cavity corner.

Fig. 7. Schematic illustration of the heat transfer mechanisms during the bubble
nucleation process.

Fig. 8. Time evolution of the total heat transfer rate on the heating surface with
different cavities.
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of the heat transfer mechanisms during the bubble nucleation pro-
cess is depicted in Fig. 7. Transient conduction (Qtc) into the fluid
mainly involves the micro-layer liquid trapped underneath the
vapor and the liquid attached to the heating surface, and only a
comparatively small part conducts to the vapor due to its low con-
ductivity. The bubble grows through the evaporation of the three-
phase contact line (Qcl) and the superheated liquid surrounding the
vapor (Qlv). The continuous growth and departure of the bubble
promotes the micro-convection heat transfer (Qmc) and the natural
convection (Qnc) due to the disruption of boundary layer. Recent
experimental work [5,11] demonstrated that the dominant mech-
anism by which heat is transferred is through transient conduction
and micro-convection, while that through micro-layer evaporation
and contact line is less than 25%.

Fig. 8 presents the time evolution of the total heat transfer rate
on the heating surface with different cavities. The local heat flux q
and total heat transfer rate Q on the bottom surface area of the
solid (A) are defined as follows:

q ¼ ks
@T
@z

� �
z¼0

; Q ¼
ZZ

A
qdA ð25Þ

It can be found that a slight variation trend of the total heat transfer
rate occurs at ‘‘A” due to the occurrence of the nucleation, which is
consistent with the results presented in Section 4.1. Before the
nucleation happens, the heat transfer performance with rectangular
cavity is the best while that with the triangular cavity is the worst.
The total volume of the solid for the rectangular cavity is the small-
est, hence, at the same bottom surface temperature the rectangular
cavity surface has a higher temperature compared with other cavi-
ties which is beneficial to nucleation. As time proceeds, the temper-
ature difference between the heating surface and the fluid
decreases, resulting in a decreasing tendency of the total heat trans-
fer on the whole. Unlike the plain plate, micro-convection for the
constrained cavities is weakened since the cavities are occupied
by the vapor and little liquid rewets the heating surface. Therefore
the heat for the vapor growth mainly depends on the heat obtained
from its surrounding liquid (Qlv). For the first several bubble ebulli-
tion cycles, the temperature of the liquid surrounding the vapor is
low and gradually increases with time, and therefore the nucleation
characteristics in terms of the departure period and the amplitude
of the total heat transfer rate vary with time. After that, the total
heat transfer rate reaches a relatively steady state with the increase
in temperature of the superheated liquid. The right-upper corner
picture of Fig. 8 gives magnified variation trends.

Fig. 9 shows the dimensionless heat transfer rate and bubble
dynamics for different cavities. The dimensionless heat transfer
rate is defined as

Q 0 ¼ Q � Qmin

Qmax � Qmin
ð26Þ

where Qmin and Qmax are the minimum and maximum total heat
transfer rate in one bubble ebullition cycle under steady regime.
The dimensionless time for the moment of a bubble departure is
referred as 0 in Fig. 9(a) and (b), where dT denotes the dimension-
less period time. It can be found that the dimensionless heat trans-
fer rate at t = 0 dT is nearly the lowest. After that, liquid flushes as
the bubble departs which results in an enhanced convective heat
transfer and thereby an increasing heat flux. The table imbedded



Fig. 9. Dimensionless heat transfer rate and bubble dynamics in a typical ebullition
cycle for different cavities, (a) dimensionless heat transfer rate; (b) bubble
dynamics.
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in Fig. 9(a) shows that the trapezoidal and triangular cavities per-
form much better in terms of the release frequency f and the aver-
age heat transfer rate Qave. The release frequencies for the
rectangular, trapezoidal, triangular and spherical cavities are
1.786, 3.571, 2.855 and 1.908 s�1 and the average heat transfer
rates over the whole heating area in one ebullition period are
0.068, 0.093, 0.079 and 0.072 W, respectively.

Attention is now turned to the bubble release frequency, which
is related to the bubble diameter at departure, bubble growth rate
and the heat transfer into and out of the bubble. Regarding to the
release frequency of cavities, it is essential to focus on the mecha-
nism of the stability of the gas entrapment in cavities. Anderson
and Mudawar [48] experimentally studied various cavities on the
boiling of saturated FC-72 and concluded that the drilled cavities
were ineffective to maintain stable vapor embryo. Here drilled cav-
ities refer to those shapes having tilted lateral surface, such as tri-
angular and trapezoidal cavities. The experimental result is
consistent with the present result that the release frequency of
the trapezoidal and triangular cavities is higher. Besides, a higher
average total heat transfer rate and a larger bubble neck after the
departure of the former bubbles are beneficial for the bubble
departure. Generally speaking, a higher release frequency corre-
sponds to a relatively smaller bubble departure diameter as shown
in Fig. 9(a). Fig. 9(b) presents a straightforward illustration of the
bubble ebullition cycle with the Y-Z cross-section chosen. It can
be seen that the cavity mouths of the trapezoidal and triangular
cavities are not fully occupied compared with the other two
cavities, which result in a larger solid surface area exposure in
the liquid. Rewetting liquid tends to take more heat from the sur-
face. For the spherical and rectangular cavities, the performance of
the surface with spherical cavity is slightly better in terms of the
bubble release frequency and average heat transfer rate, which
may be due to its less capability in trapping the vapor caused by
its inherent structure. Similar result has been confirmed by the
experimental work conducted by Das et al. [20].

Fig. 10 presents the local heat flux snapshots on the heating sur-
face at t = 0, 0.25 and 0.5 dT, where Figs. 10(a–d) correspond to the
rectangular, trapezoidal, triangular and spherical cavities, respec-
tively. Fig. 10(e) represents the experimentally measured local heat
flux by Wagner and Stephan [49] who tested the local heat flux for
single bubble event at a single nucleation site. It can be found that
the central region underneath the cavity mouth is relatively small
for all the four cavities. For the rectangular cavity, the lowest local
heat flux occurs at the four corners where more vapor exists as is
stated before. For the trapezoidal cavity, the local heat flux beneath
the cavity bottom is relatively lower and the highest heat flux
exists right at the four corners. For the triangular and spherical
cavities, the local heat flux increases firstly and then radially
decreases and decreases, respectively. Such distribution features
of the local heat flux qualitatively agree well with the experimental
work shown in Fig. 10(e).
4.3. Effect of cavity mouth on the nucleation boiling heat transfer

Experimental studies indicate that cavity mouth determines the
superheat needed for the bubble nucleation. According to the
heterogeneous nucleation theory, the superheat at boiling incipi-
ence DT for a bubble resting in a cavity is written as [14]

DT ¼ qdeq

2kl
þ Tsatðmg � mlÞ

hlg

4r
deq

� pgb

� �
ð27Þ

where q is the heat flux, vl and vg are the specific volumes of liquid
and gas, hlg is the latent heat, pgb is the partial gas pressure in the
bubble, deq refers to the equivalent cavity mouth diameter. The first
term in Eq. (27) is comparatively smaller than the second term, and
therefore the superheat temperature required decreases with the
cavity mouth.

By varying the cavity mouth L3 from 300 to 500 lm, the influ-
ence of the cavity mouth of the reentrant cavities on the NBHT is
investigated. Fig. 11 illustrates the time evolution of the total heat
transfer rate of the heating surface. Compared with the four cavi-
ties studied before, the total heat transfer rate with reentrant cav-
ities is relatively small, which is attributed to a larger volume of
the solid surrounding the cavity (see Fig. 3). As is seen from the
inserted magnified figure in Fig. 11, the total heat transfer rate
increases with the cavity mouth during the time of 0–0.5 s and
then decreases during the time of 0.5–1.5 s. This phenomenon
could be explained as follow. No nucleation occurs for all of the
reentrant cavities before the time of 0.5 s. As the cavity mouth
increases, at given Lx and Ly the volume of the solid decreases
which benefits the heat transfer from the heating surface to the liq-
uid in the cavity. After a certain time period before 1.5 s, vapor
embryos are firstly generated in the reentrant cavity with the
mouth of 500 lm, resulting in a decreasing total heat transfer rate
since the bottom of the cavity is occupied by the vapor. Beyond
about 1.5 s the three cavities are all occupied by vapor, and then
cavity with a larger mouth once again receives more heat because
of its less wall conduction resistance and larger three-phase con-
tact line.



Fig. 10. Local heat flux snapshots on the heating surface at t = 0, 0.25 and 0.5 dT (unit: Wm�2), (a) rectangular cavity; (b) Trapezoidal cavity, (c) triangular cavity; (d)
spherical cavity; (e) experimental snapshot produced from Wagner and Stephan [49].
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The bubble ebullition processes of the three reentrant cavities
are depicted in Fig. 12. The perimeter of the cavity mouth serves
as the three-phase contact line. As the cavity mouth increases,
the increasing perimeter of the three-phase contact line and
decreasing conduction resistance enhance the average heat trans-
fer rate on the cavity surface. The result is consistent with Eq.
(27) that a larger cavity mouth needs a relative smaller superheat
due to the heat transfer enhancement. In addition, a narrow cavity
is considered to be easier to trap the bubble. Besides, the neck of
the residual bubble increases with the cavity mouth, which results
in a higher release frequency with the cavity mouth. For the given
sizes and physical parameters, the bubble release frequencies for
the cavity mouth of 300, 400 and 500 lm are 1.505, 1.613 and
1.615 s�1, respectively. The bubble departure diameter also
increases slightly with the cavity mouth, because a larger wetted
perimeter causes a larger surface stress which could resist the
buoyancy force acting on the bubble for its departure.

4.4. Effect of wall thickness on the nucleation boiling heat transfer

The thickness of the solid, together with the cavity/fin height,
determines the conductance of the transient heat conduction. To
better understand the influence of the solid thickness on the NBHT,
three rectangular cavities are chosen with different solid thickness.



Fig. 11. Time evolution of the total heat flux on the heating surface with different
cavity mouths for reentrant cavity.

Fig. 13. Influences of the solid thicknesses on the NBHT for the rectangular cavity.
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Fig. 13 presents the time evolution of the total heat transfer rate of
the three cavities. As is expected, transient conduction resistance
decreases rapidly with a thinner solid thickness and thereby pro-
motes the occurrence of nucleation. The average total heat transfer
rate for the thickness equaling 50, 100 and 150 lm are 0.068, 0.060
and 0.045 W, respectively. For the cases studied the total heat
transfer resistance is composed of two parts: wall conduction
resistance and surface convective resistance. When the thickness
is lower than 100 lm the conduction resistance is not dominant,
while beyond 100 lm, it may be the major part of the total resis-
tance, leading to a significant reduction of heat transfer rate from
100 to 150 lm. This phenomenon has also been observed by
Magrini and Nannei [50] who conducted pool boiling of water with
different kinds of solid materials of different thickness. Their
results suggested that the effect of thickness on HTC became neg-
ligible at some limiting values, and the values differ greatly for dif-
ferent solid materials. With the increase of the thickness, the
conduction resistance dominates and the total heat transfer rate
decreases greatly. The bubble departure diameter decreases
slightly with the increase in solid wall thickness.
4.5. Effect of wettability on the nucleation boiling heat transfer

By varying Gs in Eq. (11), either a hydrophilic surface (say con-
tact angle h of 70�) or a hydrophobic surface (say contact angle h of
Fig. 12. Bubble dynamics of the reentrant
120�) can be obtained. The total heat transfer rate on the heating
surface with different contact angles are depicted in Fig. 14. As is
shown in Fig. 14(a) nucleation occurs easily on the surface with
low wettability, i.e. hydrophobic surface. The locations where the
vapor embryos are generated are quite different for the surfaces
with different contact angles. For the hydrophobic surface vapor
embryos occur at the cavity corners and form a concave surface.
While for the hydrophilic surface, the nucleation occurs near the
cavity corners and forms a convex surface. One possible reason
may be as follows. On the hydrophilic surface, liquid tends to flood
the dry-out area once embryos are generated, and then expels the
embryos moving away from the cavity lateral wall.

As is shown in Fig. 14(b), the total heat transfer rates for the
contact angles of 70�, 90� and 120� are 0.067, 0.068 and 0.072 W,
respectively. It indicates that the nucleate boiling heat transfer
can be enhanced by reducing surface wettability.
4.6. Effect of cavity base area on the nucleation boiling heat transfer

By varying the length of the solid Lx,y while keeping the cavity
mouth constant, the influence of the cavity base area is studied.
Fig. 15 presents the time evolution of the total heat transfer on
the heating surface with different cavity base area (shown by its
one side length). As is expected, the total heat transfer rate
increases with the cavity base area. The average total heat transfer
cavity with different cavity mouths.



Fig. 14. Influences of the contact angle on the NBHT for the rectangular cavity, (a)
vapor embryo generation; (b) total heat transfer rate.

Fig. 15. Influences of the cavity base area on the NBHT for the rectangular cavity.
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rate for the three heater lengths of 1200, 1500 and 1800 lm are
0.068, 0.100 and 0.142 W, respectively. While the average values
of the heat flux are 4.72, 4.44 and 4.38 � 104 Wm�2, respectively.
The bubble release frequency increases with the cavity base area
since more heat is transferred to the vapor. Departure diameter
shown in the inserted figure suggests that a larger departure diam-
eter should be achieved because more heat can be taken away from
a larger base area.
5. Conclusions

A three-dimensional phase change model with conjugated heat
transfer among the liquid–vapor–solid has been proposed and
applied to the entire bubble ebullition cycle on five types of rough-
ened surfaces at meso-scale level by multi-relaxation lattice Boltz-
mann method. The main results are as follows:

1. Nucleation process, i.e., the generation and growth of a nuclei, is
obtained without introducing any artificial input; the nucle-
ation for the rectangular cavity locates at the corners which is
quite different from the other cavities where the embryos gen-
erate at the center of the cavities; a larger bottom area of a cav-
ity benefits for the occurrence of the nucleation.

2. Cavity mouths with trapezoidal and triangular cavities are not
fully occupied by the residual vapor, and an improvement of
the total heat transfer rate is observed; the bubble release fre-
quencies for these two cavities are relatively higher than the
spherical and rectangular cavities.

3. For the reentrant cavity the total heat transfer rate increases
with a larger cavity mouth due to a larger perimeter of the
three-phase contact line.

4. A critical value (100 lm in the present work) for the solid thick-
ness exists beyond which the total heat transfer rate decreases
greatly due to the predominance of the conduction resistance.

5. Surface with low wettability can improve the bubble release
frequency.

6. Cavity base area promotes the bubble nucleation because more
heat can be absorbed by the bubble, but results in a low power
density on the heating surface.

Finally it should be noted that the density ratio adopted in this
paper is only 17. Further research is highly needed to extend the
density ratio of liquid over vapor while still keeping numerical
stability.
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