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Methane adsorption and its effect on fluid flow in shale matrix are investigated through multi-scale
simulation scheme by using molecular dynamics (MD) and lattice Boltzmann (LB) methods. Equilibrium
MD simulations are conducted to study methane adsorption on the organic and inorganic walls of nano-
pores in shale matrix with different pore sizes and pressures. Density and pressure distributions within
the adsorbed layer and the free gas region are discussed. The illumination of the MD results on larger scale
LB simulations is presented. Pressure-dependent thickness of adsorbed layer should be adopted and the
transport of adsorbed layer should be properly considered in LB simulations. LB simulations, which are
based on a generalized Navier–Stokes equation for flow through low-permeability porous media with
slippage, are conducted by taking into consideration the effects of adsorbed layer. It is found that
competitive effects of slippage and adsorbed layer exist on the permeability of shale matrix, leading to
different changing trends of the apparent permeability.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Shale gas refers to natural gas trapped in fine grained sedimen-
tary rocks called mudstone or shale that are rich of oil/gas. Over the
past decades, advanced techniques such as horizontal drilling and
multi-stage hydraulic fracturing have greatly promoted the
exploitation of shale gas from shale matrix with low permeability.
With hydraulic fracturing, it is now generally agreed that the fabric
of shale systems comprises primarily organic matter, inorganic
matter, natural fractures and hydraulic fractures [1,2]. Such struc-
ture characteristics lead to multiscale pore systems in shale gas
reservoir and different transport mechanisms at different scales
including viscous flow, slip flow, Knudsen diffusion, and adsorp-
tion/desorption [1].

Advanced direct measurement techniques, such as scanning
electron microscopy (SEM) combined with focused ion beam
(FIB) milling, allow visualization of the nanoscale structures of
shales on high quality flat surfaces, and provide new insights in
the micro/nano-scale structures of shale matrix [1,2]. Interparticle
pores, intraparticle pores and organic matter pores have been
observed in shale matrix, with diameter from a few nanometers
to a few micrometers [2]. The organic matter, widely known as
kerogen, usually presents as discrete grains randomly imbedded
within the inorganic matrix. The weight percentage of the organic
matter in shale matrix is called total organic content (TOC), which
is an important indicator of shale gas reserve. Shale gas is stored in
shale matrix as free gas in the void space as well as adsorbed gas on
the solid surface of pores. It is found that the amount of both
adsorbed gas and free gas increases as the TOC increases. In some
shales, most of the porosity can be contributed by nanosize pores
in the organic matter. These nanosize pores have significant
internal surface areas, resulting in substantial adsorption of high-
density shale gas on the pore walls [1,2]. It was estimated that
between 20% and 85% of natural gas in shale gas reservoir can be
stored in the form of adsorbed gas [3]. Adsorption is usually
described through adsorption isotherms. Langmuir isotherm is
widely adopted to fit the experimental data of adsorption in shale
samples. It has been reported that Langmuir isotherm can well
describe methane adsorption isotherms in shale samples from dif-
ferent plays in several experimental studies [4,5]. The adsorption
isotherm is influenced by several factors including pore size distri-
bution, solid constituents and gas components [4,5].

Permeability is a key variable to describe the transport capacity
of a porous medium. Merely structure-dependent permeability is
called intrinsic permeability where there is no slippage. For shale
matrix with typical pore size of nanometers to microns, Kn num-
ber, defined as the ratio of mean free path to pore size, is relatively
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Nomenclature

a acceleration
b slip coefficient
E potential energy
F force
fc correction factor
G external force
J viscosity ratio
ka apparent permeability
kd intrinsic permeability
Kn Knudsen number
m mass
M molecular weight
NA Avogadro constant
P pressure
q partial charge
R gas constant
r position vector

r pore radius of the porous medium
S stress tensor
t time
T temperature
u superficial velocity
V volume
a rarefaction coefficient
q density
k mean free path
t viscosity
te effective viscosity
r distance parameters of LJ potential
e energy parameters of LJ potential or porosity
e0 dielectric permittivity of vacuum
d thickness of the adsorption layer
s relaxation time
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high. Thus, gas flow can be beyond the continuous flow regime,
leading to slip flow or even transition flow [1]. Due to slippage,
the measured gas permeability (apparent permeability) is higher
than that of the liquid (intrinsic permeability, without slippage),
and the difference becomes increasingly important as Kn increases
[6]. Gas slippage in porous media and its effects on permeability
was first studied by Klinkenberg [6], who proposed a linear corre-
lation between apparent permeability and the reciprocal of the
pressure [6]. Karniadakis and Beskok [7] developed a second-
order correlation based on fluid flow in micro-tubes, which was
shown to be valid over the flow regimes. Recently, the authors’
group developed a pore-scale LB model based on Dusty gas model
to predict the apparent permeability of complex porous structures
of shale. It was found that the correlation of Karniadakis and Bes-
kok agrees the best with the pore-scale simulation results [8,9].

Several permeability models have been developed to incorpo-
rate slip effects in continuum models [10–13], and one can refer
to an excellent review very recently by Singh et al. [14]. Note that
most of the models are focused on the effects of slippage, while
there are few studies considering the effects of adsorption
[13,14]. Singh et al. proposed a permeability model where not only
slippage but also adsorption are considered [13]. Shale permeabil-
ity is affected by surface adsorption/desorption processes which
change the volume of the void space and influence the local gas
flow near the surface [13–17]. Effects of the adsorption on the fluid
flow can be neglected for conventional rocks with relatively large
pore size. However, it should be considered in shale matrix where
nanosize pores are dominant [8,9,15–24]. Adsorption will affect
the fluid flow in a nanosize pore through two mechanisms [19].
On one hand, in a nanosize pore gas slippage on the solid surface
occurs. The adsorbed layer, sandwiched between the walls and
the free gas region in the middle of the pores, will change the inter-
actions between gas molecules and the wall, and thus greatly
affects the slippage [16,19]. On the other hand, the adsorbed
methane occupies a significant part of the void space of a nanopore
[13,18]. For example, 29.4% of the void space of a cylinder with a
radius of 5 nm is occupied by the adsorbed layer with a thickness
of 0.7 nm based on the molecular dynamics simulation (MDS)
results in Ref. [18].

In this work, multiscale simulations are performed to investi-
gate methane adsorption and its effects on fluid flow in shale
matrix by using molecular dynamics (MD) method and lattice
Boltzmann (LB) method. MD simulations are conducted to investi-
gate the methane adsorption in nanopores of shale matrix with dif-
ferent solid surfaces and under different pressures, the results of
which are then upscaled into larger scale LB studies. The remaining
part of the present study is as follows. In Section 2, equilibriumMD
simulations are performed to study the adsorption phenomenon of
methane on the walls of the nanosize pores in shale matrix. Effects
of the pore size, pressure and solid wall characteristics are
explored in detail. In Section 3, the illumination of the MD simula-
tion results on the investigation at a larger scale is discussed, and
upscaling the MD results to the LB simulations is presented. Conse-
quently in Section 4, a generalized LB model for fluid flow through
tight porous media with slippage, which is developed in our previ-
ous work [24], is further improved to incorporate the effects of the
adsorbed layer. The improved LB model is then employed to inves-
tigate the competitive effects of gas slippage and adsorption layer
on permeability of shale matrix. Finally, some conclusions are
drawn in Section 5.
2. Molecular dynamics simulation of methane adsorption

2.1. Brief introduction of molecular dynamics simulation

MD simulations provide a methodology for detailed micro-
scopic modeling on the molecular scale. In a MD simulation, each
atom or molecule of the matter studied is treated as a point mass
and Newton’s second law equation is integrated to compute their
motion

~F ¼ m~a ¼ m
d2~r

dt2
ð1Þ

wherem is the mass of the site,~a is the acceleration,~r is the position

vector and t is the time. The force ~F is derived from the potential
energy

~F ¼ �rE ð2Þ
The total potential energy E contains two parts: intermolecular

term and intramolecular term. The intramolecular term, Ebond,
represents the interactions between the bonded atoms within
the same molecule including the bond stretch, angle bend and tor-
sion energy terms; whereas the intermolecular term, Enonbond, is
used to describe the interactions between atoms from different
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molecules that have contributions from the electrostatic (Coulom-
bic) and the short-range (van der Waals) interactions. Therefore,
the expression of potential energy E is as follows:

E ¼ Ebond þ Enonbond

¼ Ebond stretch þ Eangle bend þ Etorsion þ ECoul þ EVDW ð3Þ
A variety of useful microscopic and macroscopic information

such as transport coefficients, thermodynamic properties and
structural or conformational properties can be extracted from the
trajectory of atoms’ motion.
2.2. Simulation setup and procedure

Loucks et al. [2] classified pores in shale matrix into three types:
interparticle pores that are found between particles and crystals of
inorganic minerals, intraparticle pores within the particles, and
organic-matter pores that are located within the organic matters.
In the present study, MD simulations are performed to simulate
methane distributions in these pores under equilibrium conditions,
and to investigate methane adsorption on the solid surface of
organic matter and inorganic matter. Following the work of
Ambrose et al. [18], the organic matter is assumed to be repre-
sented by graphite. Inorganic minerals in shale matrix are com-
posed of predominantly clay, calcite, quartz, and pyrite. In the
present study, calcite is studied, which is one of the most common
carbonate minerals and the most stable polymorph of the calcium
carbonate. The computational domain is a three-dimensional
orthorhombic pore consisting of upper and lower walls made of
graphite or calcite, as shown in Figs. 1 and 2, respectively.
Fig. 1. Snapshot of the simulation box (a) the crystal structure of graphite (b) methane m
(For interpretation of the references to color in this figure legend, the reader is referred
Fig. 1 shows the simulation model of methane molecules in a
graphite pore. The pore width H is defined as the distance between
the inner most graphene planes. The size of the pores in the organic
matter is in a wide range, from a few nanometers to hundreds of
nanometers. In the present study, values of 1, 3.6 and 7.2 nm for
H are studied. In following sections, we will show that under a cer-
tain pressure, adsorption thickness will not change if pore size is
greater than a critical value, and a 7.2 nm pore is sufficiently large
for typical values of pressure during shale gas extraction. The x and
y dimensions of the simulation box are 42.6 � 4.92 nm. In order to
investigate methane adsorption in different pore pressures, a total
of 1000–7000 methane molecules are employed during the simu-
lations, and the number of methane molecules for a certain simu-
lation case is determined based on the geometry size and the
pressure in the slit-pore. For the interactions between molecules,
only the van der Waals interactions are taken into account, while
the electrostatic interaction can be neglected because the methane
molecules and graphite are nonpolar. The interactions are modeled
using the Lennard–Jones (LJ) 12-6 form potential with a cut-off
distance equal to 1.5 nm

EVDWðrijÞ ¼
4e r

rij

� �12
� r

rij

� �6
� �

rij < rcut

0 rij P rcut

8<
: ð4Þ

where rij is the distance between atoms i and j, and rcut denotes the
cut-off distance. The energy and distance parameters of LJ potential
are represented by e and r, respectively. The methane molecule is
modeled using a united-atom carbon-centered LJ potential (OPLS-
UA force field) to reduce the cost of computation and a reference
simulation using the OPLS-AA (all-atom) force field is carried out
olecules in the graphite pore. Red represents carbon and blue represents methane.
to the web version of this article.)



Fig. 2. Snapshot of faces ð1 �10Þ and (104) calcite crystal in (a) and (b), respectively (gray: C; red: O; green: Ca). Snapshot of the simulation box of methane (blue: C; mauve: H)
adsorbed on calcite crystal surfaces ð1 �10Þ and (104) in (c) and (d), respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to
the web version of this article.)

Table 1
Lennard–Jones potential parameters for methane and carbon.

Atom r (nm) e (kcal/mol)

Carbon 0.340 0.056
Methane 0.373 0.294

Table 2
List of partial charges and LJ (12-6) parameters of cross-term potential for methane
and calcite.

Partial charges of atoms in methane and calcite q (e)
Ca +2 C(CH4) �0.24
C(CaCO3) +1.135 H +0.06
O �1.045

Calcite–Methane e (kcal/mol) r (nm)

Lennard–Jones 12-6 parameters
Ca C 0.172 0.296
Ca H 0.116 0.246
C C 0.066 0.350
C H 0.044 0.300
O C 0.028 0.353
O H 0.019 0.303
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for validation and the results agreed well. The energy and distance
parameters used for fluid–fluid and solid–solid interactions are
listed in Table 1 [25]. Besides, Lorentz–Berthelot mixing rules are
used to determine the solid–fluid interactions.

Calcite crystal belongs to the hexagonal crystal system, R3c
space group [26]. The lattice parameters are as follows:
a = b = 0.4988 nm, c = 1.7061 nm, a = b = 90�, and c = 120�. The
ð1 �10Þ and (104) faces of calcite crystal shown in Fig. 2(a) and (b)
are created by surface cleaving with the molecular modeling pro-
gram Materials Studio 6.1 from Accelrys Software Inc. The dimen-
sions of the simulation wall with ð1 �10Þ and (104) faces are
19.96 � 5.12 � 1.37 nm3 and 20.24 � 4.99 � 1.07 nm3, respec-
tively, as shown in Fig. 2(c) and (d). The potential model developed
by Pavese et al. [27] is used for calcite and the OPLS-AA force field
is employed to model the methane molecules because the Coulom-
bic interaction between calcite and organic is not negligible. The
Coulombic energy is represented

ECoul ¼
qiqj

4pe0rij
ð5Þ
where qi and qj denote the partial charge of atom i and j. e0 is the
dielectric permittivity of vacuum. The interaction potential between
calcite and methane is modeled by a force field designed for bio-
inorganic interfaces. The partial charges and LJ parameters are listed
in Table 2.

The large-scale atomic/molecular massively parallel simulation
(LAMMPS) [28] is used to perform the MD simulations. Since the
crystal grows along with rigid sequence and orientation, atoms in
calcite and graphite wall are set to be frozen completely during the
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MD simulation. A 1.0 fs time step is chosen for a 2.0 ns simulation
run which consists of equilibrium and production run. The fluid
system confined between walls is maintained at a constant tem-
perature T of 353.15 K, with an NVT ensemble using Nose–Hoover
thermostat.

After the equilibrium is reached, a production run is carried out
for the density and pressure computations. In order to calculate the
density and pressure profile across the pore, the pore is divided
into a number of 0.04 nm bins and the properties are averaged in
each bin. The density of methane in every bin is calculated as
follows:

qCH4
¼ NbinMCH4

NAVbin
ð6Þ

where Nbin is the number of methane molecules in a bin and NA is
the Avogadro constant. MCH4 denotes molecular weight of methane
and Vbin represents the volume of a bin.

In LAMMPS [28], the stress tensor for atom i is given by the fol-
lowing formula, where a and b take values x, y, z to generate the 6
components of the symmetric tensor

Sab ¼ �

mvavb þ 1
2

XNp

n¼1

ðr1aF1b þ r2aF2bÞ þ 1
2

XNb

n¼1

ðr1aF1b þ r2aF2bÞ

þ 1
3

XNa

n¼1

ðr1aF1b þ r2aF2b þ r3aF3bÞ þ 1
4

XNd

n¼1

ðr1aF1b þ r2aF2b þ r3aF3b þ r4aF4bÞ

þ 1
4

XNi

n¼1

ðr1aF1b þ r2aF2b þ r3aF3b þ r4aF4bÞ þ Kspaceðria; FibÞ þ
XNp

n¼1

riaFib

2
66666666664

3
77777777775

ð7Þ
In this equation, the first term on the right is a kinetic energy

contribution from atom i; the second term is a pairwise energy
contribution where n loops over the Np neighbors of atom i, r1
and r2 are the positions of the 2 atoms in the pairwise interaction,
and F1 and F2 are the forces on the 2 atoms resulting from the pair-
wise interaction; and the third to eighth terms are contributions of
(a) Pre

(b) De

Fig. 3. Pressure and density profile of methane in
similar forms for the Nb bonds, Na angle, Nd dihedral, Ni improper,
long-range Coulombic interactions and internal constraint forces,
respectively. The pressure of a bin is calculated by

Pbin ¼ �
PNbin

n¼1ðSxx þ Syy þ SzzÞ
3Vbin

ð8Þ
2.3. Molecular dynamics simulation results and discussion

2.3.1. General pressure and density distributions
Fig. 3(a) and (b) shows the pressure and density profile in a

3.6 nm graphite pore with 1000 and 7000 methane molecules,
respectively. The number of the methane molecules is calculated
based on the dimension of the computational domain and the den-
sity under corresponding temperature and pressure [18]. The most
important observation from the figure is the high density/pressure
regions adjacent to the walls that are distinct from the flat density
region in the middle, which is exactly due to the adsorption effects
of the solid walls. A methane molecule near the wall is strongly
controlled by the pairwise and electrostatic interactions from the
wall. As a molecule is away from the wall, the effects of wall
become increasingly weak and the interactions among molecules
gradually enhance, and thus methane is more like in the bulk fluid
region as shown by the flat distribution regions of the density and
pressure in Fig. 3. From the figure, it can be also found that at a cer-
tain distance from the wall, effects of the solid walls can be
neglected (dash line for the case of 7000 methane molecules in
Fig. 3). In the present study, the gas between a wall and the dashed
line is called adsorption gas, while that between the dashed lines is
called free gas. The averaged density and pressure of the free gas
for a bunch of simulation cases are calculated, as listed in Table 3,
and are compared with the experimental results of bulk methane
from the NIST database, as shown in Fig. 4. It can be found that
the simulated results are in good agreement with the experiments,
which validates the MD simulations in the present study,
ssure 

nsity 

a graphite pore with pore width H = 3.6 nm.



Table 3
The average density and pressure of free gas.

Pore wall/width Number of methane
molecule

Pressure/
MPa

Density/
kg�m�3

Graphite/3.6 nm 1000 2.61 15.07
2000 5.95 37.99
3000 9.99 67.07
4000 16.25 100.05
5000 23.43 141.24
6000 33.14 182.45
7000 47.25 224.90

Graphite/7.2 nm 1000 1.78 9.71
2000 3.77 21.50
3000 6.15 35.07
4000 8.56 49.86
5000 11.15 66.75
6000 13.85 82.86
7000 17.14 101.23

Calcite ð1 �10Þ face/
3.6 nm

1000 10.58 66.37
2000 22.88 139.88
3000 43.30 218.17

Calcite (104) face/
3.6 nm

1000 10.25 68.67
2000 24.36 149.88
3000 47.44 231.89

Fig. 4. Comparison between MD simulations and experiment of density–pressure
relationship for free gas.

Fig. 5. Density profile across the 3.6 nm graphite pore under different pressures.

Fig. 6. The average density of first layer, second layer and free gas in 3.6 nm
graphite pore under different pressures. The open symbols represent the average
density in different regions and the solid symbols represent the density ratios of
different layers to free gas.
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indicating that the methane molecules away from the walls are
located in the bulk fluid region and the free gas domain defined
here is reasonable.
2.3.2. Effect of pressure on methane adsorption
Fig. 5 shows the density profile across the 3.6 nm graphite pore

under different pressures. Considering the critical point of methane
with pressure of 4.579 MPa and temperature of �82.3 �C, most of
the simulation cases are in supercritical conditions except the
one with pressure of 2.6 MPa. Under a lower pressure (2.6 MPa),
mono-adsorption layer is formed. As the pressure increases (above
10 MPa, in which the methane is supercritical), the adsorption
effect of the wall becomes stronger and a second adsorption layer
is gradually formed. As shown in Fig. 5, the first molecular layer is
located at the first 0.4 nm from the wall and the second molecular
layer is located at the next 0.4 nm, in consistent with the molecular
diameter of the methane of about 0.38 nm.

To more clearly understand the effects of the pressure on the
methane adsorption, the average density in the first and the second
layer is further calculated and compared with the density of the
free gas, as shown in Fig. 6. All the densities increase as the pres-
sure rises, as expected. The density ratio of the first layer to the free
gas ranges from 6.5 to 1.3 for the pressure studied, while that for
the second layer to the free gas is much lower about 1.5–1.07.
Interestingly, the ratio between densities of the first/second
adsorption layer and free gas decreases as the pressure increases.
This is because as the pressure increases, more surface sites are
occupied by the adsorbed molecules, and less free sites are avail-
able for adsorption. Therefore the adsorption process gradually
slows down and approaches saturation.
2.3.3. Effect of pore width
The adsorption in narrow pores is studied. Fig. 7 shows the den-

sity distributions of 1000–3000 methane molecules in a 1.0 nm
graphite pore. As illustrated in Fig. 3, the influence distance of
the walls can be as high as 0.8 nm. Therefore, for the pore with
diameter of 1 nm studied here, the methane in the entire pore will
be affected by the wall interaction. This is confirmed in Fig. 7,
where no free gas region is observed. Given the methane molecular
diameter of 0.38 nm, there is no chance for the methane to form
four density peaks as shown in Fig. 5 for the higher pressure case.



Fig. 7. Density profile of methane in graphite pore with pore width H = 1.0 nm.
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Therefore, for higher pressures (large methane molecular num-
bers) in Fig. 7, a three peak density distribution is observed. In
the literature [18], it is found that for a pore with width less than
2 nm, methane molecules are always affected by the molecule-wall
interactions and behavior of the adsorbed molecules should be
considered rather than the motion of free gas molecules, which is
in consistent with the simulation results in Fig. 7.

The adsorption in wider pores is also studied, as shown in Fig. 8
where the pore width is 7.2 nm. For comparison, the density distri-
bution of that in 3.6 nm pore under the approximately same pres-
sure is also displayed in Fig. 8. It can be observed that for the same
pressure, the density distribution in the 7.2 nm almost coincides
with that in the 3.6 nm pore. In the literature [18], it was found
that for pores with width of 1.96 and 3.6 nm, the methane density
in the first layer is 404 kg m�3 and 372 kg m�3, respectively. This
means that a nearly 50% reduction in pore size leads to only 8.6%
density increase, indicating a moderate-level dependence of the
density on the pore size. Our simulation results of the density pro-
file for pores with widths of 3.6 nm and 7.2 nm further confirm
that if the pore width is higher than a certain value under a certain
Fig. 8. Density profile of methane across half-length of four different pores under simi
graphite pore with 9.9 MPa pressure; s: 7.2 nm graphite pore with 11.15 MPa pressure;
with 10.58 MPa pressure.
pressure, its effects on the density distribution can be ignored,
resulting in the same density in the adsorption layer as well as that
in the free gas region.

2.3.4. Effect of solid materials
Fig. 8 also shows the density distribution in the calcite pores. It

can be seen that the density in the adsorption layer for the calcite
is much lower than that in the graphite pore. This is in consistent
with the consensus that methane tends to adsorb on the organic
matter surface than on the inorganic matter surface. The density
near the wall for different surfaces of calcite crystal is also quite
different, indicating that the crystal surface has a great impact on
the adsorption phenomenon.

3. Upscaling

MD simulation usually requires huge computational resources,
and thus limits itself for practical applications with engineering
interest. Therefore, upscaling the MD results into a larger scale
study is highly necessary. Recently, there have several studies
using the LB method, which is considered as a mesoscopic numer-
ical method beyond the microscopic MD, for shale gas flow in the
nano/micro-size pores of shale matrix [8,9,16,17,21–24] regarding
the effects of gas slippage [8,9,22–24] and adsorbed layer
[16,17,21]. The MD simulation in the present study helps us to
understand the adsorption of methane on the pore walls in shale
matrix. It is also of great importance to the development of the
LB models. The illumination of our MD simulation results on the
current LB simulation is discussed as follows based on the two
ways by which the adsorbed layer affects the shale gas flow in
pores of shale matrix: reducing the pore volume, and changing
the interaction between gas and solid walls (thus altering the slip
at the fluid–solid interface) [19].

3.1. The adsorbed layers

In the LB simulations for studying effects of volume reduction
due to adsorption, it is commonly assumed that methane adsorp-
tion follows the Langmuir isotherm, and thus a computational grid
with width of a monolayer methane (about 0.38 nm) is simply
lar pressure. The insert is the amplification of the zoom in dash square. h: 3.6 nm
4: 3.6 nm (104) calcite pore with 10.25 MPa pressure; 5: 3.6 nm ð1 �10Þ calcite pore



Fig. 9. Density and velocity profile across the 15.0 nm pore of graphite.
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subtracted from the pore space during the LB simulations [17,19].
Obviously, this effect reduces the permeability of the shale matrix.
From our MD simulations, it can be found that under low pressures
one layer of adsorbed methane is presented; however, as the pres-
sure increases, a second adsorption layer is gradually formed, as
shown in Fig. 5, which is also found in the literature [18]. Given
that the pressure in the shale gas reservoir is usually higher than
10 MPa, the second layer adsorption is believed to take place,
and this should be considered in the LB simulations. Besides, a
pressure-dependent thickness of adsorption layers is more reason-
able [15]. Further, the adsorption is also affected by the solid sur-
face property, for example, the organic matter surface or the
inorganic matter surface, which is also required to be considered
in the LB simulations.

In addition, as the pore size is reduced to 1 nm, the fluid flow in
the entire pore is affected by the adsorption effect, presenting
three adsorbed layers, as shown in Fig. 7. Current LB models still
have challenges to model high Kn number flow, although there
have been some studies devoted to this topic [29,30] (Note that,
direct simulation Monte Carlo (DSMC), another numerical method
based on Boltzmann equation, has been a useful numerical method
for this purpose [31–33]), therefore it must be greatly improved to
consider the high Kn number shale gas transport in pores with a
few nanometers, where the wall adsorption effect dominates the
entire pore.

3.2. The interaction between adsorbed layer and walls

Recent experimental results of Kang et al. [34], which demon-
strated that the adsorbed layers of shale gas are moving along
the solid surface, has been very helpful for developing the LB model
for gas transport in nano/micro-pores of shale matrix taking into
account the effects of adsorbed layer on slip flow at wall-gas inter-
face. Based on the experiment, shale gas flow in a nano/micro-size
pore is considered as a combined result of free gas flow inside the
pore and surface transport of the adsorbed gas along the solid wall
[34]. Therefore, Fathi and Akkutlu [16] developed a LB-Langmuir
isotherm (LB-LS) model, in which the LB with slip boundary condi-
tion is adopted for free gas flow and LS is used to calculate the
transport rate of the adsorbed gas at the solid surface. The pseu-
dopotential model proposed by Shan and Chen [35,36] is employed
to consider the interactions between solid–gas and gas–gas, with
which nonideal gas effects can be considered. Very recently, Ren
et al. [17] proposed a different form of LB boundary slip condition
based on the Langmuir slip model, and they demonstrated that
their model can predict more reasonable physical behaviors
compared with that in Ref. [16,21]. All these LB simulations
[16,17,21] demonstrated that surface diffusion is an important
characteristic, and revealed that shale gas transport in nano/
micro-pores is significantly affected by the interaction between
adsorbed layer and wall as well as that between adsorbed layer
and free gas.

In all these LB studies [16,17,21], it is stated that ‘‘the gas–solid
and gas–gas molecular interactions at the solid surface can be
incorporated into the LB model through certain suitable boundary
conditions”. Indeed, in the simulations the solid–fluid interaction
has already been considered through the boundary conditions. As
mentioned above, in Fathi and Akkutlu’s work [16], the Shan–Chen
pseudopotential model (herein called SC model) is employed to
consider the fluid–fluid and solid–fluid interactions. With the
fluid–fluid interaction included in the SC model, the nonideal char-
acteristics of shale gas is considered [35,36]. However, in their
model, the solid–fluid interaction, which has already been incorpo-
rated through the slip boundary condition, was also considered in
the SC model, leading to double-counting such interaction.
A detailed discussion about this point is as follows.
The adsorbed layer greatly affects the interaction between solid
wall and shale gas, thus altering the slippage at the solid–fluid
interface. For simulating gas slippage flow using LB models, to
the best of our knowledge, there are two schemes [35]. One
scheme is to adopt the slip boundary condition for implicitly sim-
ulating the solid–fluid interaction and to consider the viscosity
dependence on the local Kn, which is the scheme that widely
employed in current LB models for slip flow in the literature. The
second scheme is employing the SC model, where the solid–fluid
interaction is calculated, to predict the interfacial behaviors at
the fluid–solid interface. The capability of the SC model of simulat-
ing slippage has been demonstrated in the literature [37,38], and
one can refer to a recent review for more details [35]. A denser
or thinner fluid region at the solid–fluid interface, compared with
the fluid flow in the middle of the pores, has been captured, which
is believed to cause the slippage at fluid–solid interface[37,38]. In
fact, the SC model within the LB framework and MD show strong
similarity for considering fluid–fluid and fluid–solid interactions,
with the former using a pseudopotential while the latter using
the actual potential. Such similarity enables the SC model to simu-
late slippage. Thus, in the literature the SC model has been called a
‘‘supermolecular simulator”, serving as an upscaling simulator of
slippage compared with MD [35,37,38].

As pointed out by Ren et al. [17], the higher velocity in the
adsorbed layer than that of the free gas obtained by the LB studies
in Refs. [16,21] is unreasonable. Such unreasonable velocity field
predicted is largely due to the double count of the fluid–solid inter-
actions. In the recent study of Ren et al. [17], the slip boundary
condition is used and the solid–fluid interaction is not repeatedly
counted, and thus their simulations predicted more rational physi-
cal behaviors, where the velocity of adsorbed layer region is lower
than that of free gas region and the transition between the two
regions is smooth. Recent MD simulations of shale gas slippage in
the nanopores of shale matrix [22] also support the simulation
results of Ren et al. [17]. We also performed nonequilibrium MD
simulations for methane flow in graphite nanopores at different
pressures for pore width H = 5.0 nm, 10.0 nm and 15.0 nm. Fig. 9
shows the density and velocity profile across a 15.0 nm graphite
pore, where solid line is the parabolic fitting result. The adsorbed
layer with higher density near the solid walls can be clearly
observed. OurMD simulation demonstrated that the adsorbed layer
moves along the solid surface, as shown in the bottom image of
Fig. 9, in consistence with the experiments [34], which can also be
observed in Fig. 10 for velocities inporeswithH = 15.0 nmunderdif-
ferent pressures and in Fig. 11 for pores with different widths. From
Figs. 9–11, it can be seen that the velocity in the adsorbed layer is
always lower than that in free gas region, which agrees with the
LB and MD simulation results in the literature [17,22].



Fig. 10. Velocity profile across the 15.0 nm pore at different pressures.

Fig. 11. Velocity profile across the pores with different pore widths.
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4. Lattice Boltzmann simulation

Adsorbed layer, which lies between the solid wall and the free
gas, affects the pore volume as well as alters the interactions
between solid walls and shale gas as discussed above, and thus
plays an important role on the gas flow in shale matrix. Based on
discussion in Section 3, it can be found that studies on the influ-
ence of the adsorbed layer on the solid–gas interactions are rather
scanty, and in the few current openly published studies, argument
exists about the relative transport of the adsorbed layer and the
free gas. Such an influence still needs to be further explored to
be upscaled to the LB simulations.

Therefore, in our LB simulations, we only consider the first
effect of the adsorbed layer, namely the volume reduction of the
void space. Unlike previous studies where a constant adsorption
thickness is considered, a pressure-dependent adsorption thick-
ness is adopted in the present study based on the MD studies.
4.1. The REV-scale LB model for porous flow with slippage

The generalized LB model proposed in our previous work [24],
which is for fluid flow through low-permeability porous media
with Klinkenberg’s effect (slippage effect), is adopted to study
the effects of adsorption layer. This generalized LB model is briefly
introduced as follows. The model combines the generalized
Navier–Stokes equations proposed by Nihiarasu et al. [39] for
isothermal incompressible fluid flow in porous media (Eq. (9))
and the second-order Beskok and Karniadakis–Civan’s correlation
[7,11] to calculate the apparent permeability (gas permeability)
based on intrinsic permeability (liquid permeability) and Knudsen
number

r � u ¼ 0 ð9aÞ

@u
@t

þ ðu � rÞu
e
¼ � 1

q
rðepÞ þ ter2u� et

ka
uþ eG ð9bÞ

where t is time, q volume averaged fluid density, p volume averaged
pressure, u superficial velocity, e porosity and te effective viscosity
equal to the shear viscosity of fluid t multiplied by the viscosity
ratio J (te = tJ). The third term on RHS of Eq. (9b) is the linear
(Darcy) drag force. Note that nonlinear (Forchheimer) drag force
is not considered because usually flow rate is extremely low in
low-permeability tight porous media such as shale matrix [1]. Gas
slippage is a phenomenon that occurs when the mean free path of
a gas particle is comparable to the characteristic length of the
domain. Klinkenberg [6] first conducted the study of gas slippage
in porous media, and found that due to gas slippage the permeabil-
ity of gas ka (apparent permeability) through a tight porous medium
is higher than that of liquid kd (intrinsic permeability). Klinkenberg
proposed a correlation with first-order accuracy for ka and kd.
Beskok and Karniadakis [7] developed a second-order correlation

ka ¼ kdf c; f c ¼ ð1þ aðKnÞKnÞ 1þ 4Kn
1� bKn

� �
ð10Þ

where fc is the correction factor and b is the slip coefficient which
equals �1 for slip flow. a(Kn) is the rarefaction coefficient, which
is calculated by [11]

aðKnÞ ¼ 1:358
1þ 0:170Kn�0:4348 ð11Þ

Eq. (10) has been shown to be capable of describing the four
fluid flow regimes including viscous flow (Kn < 0.01), slip flow
(0.01 < Kn < 0.1), transition flow (0.1 < Kn < 10), and free molecular
flow (Kn > 10). For calculating Kn, the mean free path k and the
characteristic pore radius of the porous medium r should be deter-
mined. The former one is calculated by [40]

k ¼ l
p

ffiffiffiffiffiffiffiffiffi
pRT
2M

r
ð12Þ

where R is the gas constant, T the temperature and M the molar
mass. According to [41], the following expression proposed by Herd
et al. is used to calculate r [42]

r ¼ 8:886� 10�2

ffiffiffiffiffi
kd
e

r
ð13Þ

in which the units of r and k are lm and mD
(1 mD = 9.869 � 10�16 m2), respectively. With k and r determined,
Kn can be calculated and further apparent permeability will be
known based on Eq. (10).

The evolution of the density distribution function in the LB
framework is as follows:

f iðxþ eiDt; t þ DtÞ � f iðx; tÞ ¼ �1
s

f iðx; tÞ � f eqi ðx; tÞ� �þ DtFi ð14Þ

where fi(x, t) is the ith density distribution function at the lattice
site x and time t. Dt is the lattice time step. The dimensionless
relaxation time s is related to the viscosity. The lattice discrete
velocities ei depend on the particular velocity model. D2Q9 velocity
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model with nine velocity directions in two-dimensional space is
adopted. The equilibrium distribution functions feq are of the fol-
lowing form by considering the effects of porosity [43]

f eqi ¼ xiq 1þ 3
c2

ðei � uÞ þ 9
2ec4

ðei � uÞ2 � 3
2ec2

u2
� �

ð15Þ

where the weight factors xi are given by x0 = 4/9, x1–4 = 1/9, and
x5–8 = 1/36. Guo’s force scheme can recover the exact Navier–
Stokes equation without any additional term [44], and thus is
adopted to calculate the force term in Eq. (9)

Fi ¼ xiq 1� 1
2s

	 

3
c2

ðei � FÞ þ 9
ec4

ðei � uÞðei � FÞ � 3
c2

ðu � FÞ
� �

ð16Þ

The fluid velocity and density are defined as

q ¼
X
i

f i ð17aÞ

qu ¼
X
i

f iei þ Dt
2
qF ð17bÞ

Note that F also contains the velocity, as can be seen in Eq. (9).
Due to only the linear drag term considered in Eq. (9), Eq. (17b) is a
linear equation, and thus the velocity can be easily solved

u ¼
P

if iei þ Dt
2 qeG

qþ Dt
2

et
ka
q

ð18Þ
Fig. 12. Effects of adsorption on the pore size and porosity under three values of
pressure in (a). Predicted intrinsic permeability and apparent permeability under
different pressures and porosities in (b).
4.2. Pressure-dependent thickness of adsorption layer

Based on the MD simulations in the present study and the MD
study in Ref. [18], a pressure-dependent thickness of the adsorp-
tion layer

d ¼ p� p0

p1 � p0
ðd1 � d0Þ ð19Þ

is subtracted from the pore radius. d0 and d1 are the thickness of the
adsorbed layer under pressure p0 and p1, respectively. In the present
study, p1 = 28 MPa, d1 = 0.7 nm, and p0 = 5 MPa, d0 = 0 nm. The
incorporation of the adsorption thickness within the REV-scale LB
simulations is as follows. First, the thickness of the adsorbed layer
d is calculated using Eq. (19). Second, the local pore radius is
updated by subtracting d from the r. Third, the Kn number is
updated and the new correction factor as well as the apparent per-
meability is determined based on Eq. (10). Finally, the updated
apparent permeability is substituted into Eq. (9b). With the help
of the generalized LB model for porous flow with slippage devel-
oped in our previous work [24], Eq. (9) is solved. The effective per-
meability of the entire domain can be determined based on the flow
field obtained from the LB simulations.

4.3. Results and discussions

Fluid flow between two parallel plates filled with a porous med-
ium of porosity e is simulated. In the simulations, the domain is
discretized by 200 � 80 square meshes. It is known that single-
relation time (SRT) LB will unphysically predict viscosity-
dependent permeability, while multi-relaxation time (MRT) LB
model is free of such shortage [45]. It has been demonstrated that
SRT LB with relaxation time of 0.9 predicts the same permeability
with the MRT LB model [45]. Thus, we chose relaxation time as 0.9
in our simulations. No-slip boundary conditions are used for the
top and bottom walls and a pressure difference is applied between
left inlet and right outlet. Note that in the LB simulations the pres-
sure difference should be low enough to meet the low Mach num-
ber condition. Therefore for a certain simulation case, the adsorbed
layer thickness in the entire domain is assumed to be the same,
with p in Eq. (19) set as the averaged pressure of the inlet and out-
let pressures. Nevertheless, one can determine the adsorbed layer
thickness at each node based on the local pressure value.

Fig. 12(a) shows the effects of adsorption on the pore size and
porosity under three values of pressure, namely 6.9, 13.8 and
27.6 MPa (or 1000, 2000 and 4000 psi, 1 psi � 6895 Pa). Obviously,
the existence of adsorption will reduce the actual pore size, and the
higher the pressure, the lower the actual pore size, as shown in
Fig. 12(a). For example, with e = 0.3, the original pore radius
r0 (= 3.59 nm) decreases to 3.53, 3.32 and 2.90 nm under pressure
of 16.9, 13.8 and 27.6 MPa, respectively. Correspondingly, the
actual porosity will be also reduced. Based on the assumption that
the pore is with shape of sphere, the actual porosity is plotted in
Fig. 12(a). Using Eq. (14), the thickness of adsorbed layer is 0.058,
0.268 and 0.687 nm under the three values of pressure. The poros-
ity is greatly reduced due to the adsorbed layer. For example, with
e = 0.3, actual porosity is 0.286, 0.238 and 0.159 under the three
values of pressure, respectively.



Z.-Z. Li et al. / International Journal of Heat and Mass Transfer 98 (2016) 675–686 685
Fig. 12(b) shows the predicted intrinsic permeability as well as
apparent permeability under different porosities and pressures.
The intrinsic permeability is the permeability of liquid through
the porous medium, in which slip is absent, and thus is not affected
by the pressure. Both slippage and adsorption are taken into
account, and the predicted apparent permeability under different
pressures are also displayed in Fig. 12(b). As can be seen from
the figure, the intrinsic permeability and the apparent permeability
decrease as the porosity decreases, as expected.

Under a lower pressure (6.9 MPa), the apparent permeability is
higher than the intrinsic permeability. However, under a higher
pressure (13.8 and 27.6 MPa), the apparent permeability is lower
than the intrinsic permeability. This is because slippage and adsorp-
tion have opposite effects on gas flow, with the former one enhanc-
ing the gas flowwhile the latter one reducing the pore size and thus
weakening the gas flow. Both slippage and adsorption are affected
by the pressure. At a lowpressure (6.9 MPa), the slippage gets strong
due to the high Kn number, while the thickness of adsorbed layer is
thin (only 0.06 nm at p = 6.9 MPa). Thus, the positive effect of slip-
page overwhelms the negative effect of adsorption, leading to a
higher apparent permeability comparedwith intrinsic permeability
as shown in Fig. 12(b). At a higher pressure, however, the circum-
stance is contrary. The slippage gets weaker while the adsorption
layer becomes thicker. Thus, the negative effect of adsorption on
gas flowdominates, resulting in a lower apparent permeability com-
pared with intrinsic permeability.

The apparent permeability is further normalized by the
intrinsic permeability and is plotted in Fig. 12(b). Based on the
above discussion, it is expected that the normalized apparent
permeability at p = 1000 psi will be above unity, while that at
p = 13.8 MPa (or 27.6 MPa) will be under unity, as shown in
Fig. 12(b). The variation of normalized apparent permeability,
however, presents different trends under different pressures.
Under a low pressure (6.9 MPa), the normalized apparent perme-
ability increases as the porosity decreases, while the trend is
reverse for a high pressure (13.8 and 27.6 MPa). This is explained
as follows. At a low pressure of 6.9 MPa, the adsorbed layer has
neglected effect on gas flow and the slippage dominates. Obvi-
ously, as porosity decreases, the pore size decreases (see
Fig. 12(a)), thus Kn number increases, and thus normalized
apparent permeability increases. The normalized apparent per-
meability is almost 10 at e = 0.1 for p = 6.9 MPa, indicating signif-
icantly positive effect of slippage. As the pressure increases, the
adsorbed layer becomes increasingly thicker, the smaller the
porosity, the lower the actual pore size. For example, at e = 0.1,
the original pore size of 0.93 nm is reduced to 0.66 nm at
p = 13.8 MPa, and further to only 0.24 nm at p = 27.6 MPa. The
pore even will be completely filled by the adsorbed layer for
e 6 0.07 at p = 27.6 MPa. Therefore, the normalized apparent per-
meability decreases as the porosity decreases under high pres-
sures. Such opposite change trend was also found in a recent
study of gas transport in a single pore of shale matrix [19].
5. Conclusion

Methane adsorption in nanosize pores of shale matrix and its
effects on gas transport in shale matrix are investigated through
multiscale simulations. Equilibrium MD simulations are performed
to study the adsorption of methane on solid surface of nanopores
in shale matrix within the typical values of pressure during shale
gas extraction. Effects of the pore size, pressure and solid wall
characteristics are explored in detail. The illumination of the MD
simulation result on the LB simulations is discussed. The MD sim-
ulation results are upscaled into larger scale LB simulations where
effects of the adsorption layer on the permeability of shale matrix
are explored. The main conclusions of the present study are as
follows:

(1) Due to the adsorption effects of the solid wall, adsorbed lay-
ers are formed near the solid walls, the methane density in
which is higher than that of the free gas region in the middle
of the pores where pore pressure is defined. Under relatively
low pressures, only one adsorbed layer is observed. As the
pressure increases, a second adsorbed layer is gradually
formed. The density ratio between the first/second adsorp-
tion layer and free gas decreases as the pressure increases,
because the adsorption gradually approaches saturation as
the pressure increases.

(2) When the width of a pore is less than 2.0 nm, methane mole-
cules are always under the influence of adsorption from the
pore wall, and adsorption with three density peaks can be
observed. The densities in the adsorbed layer and the free
gas region achieve constant values if the pore width is wider
than a critical value under a certain pressure.

(3) Methane tends to adsorb on the organic matter surface.
Besides, the crystal surface of calcite also affects the
adsorption.

(4) Adsorbed layer affects the gas flow in pores of shale matrix
through two ways: reducing the volume of void space and
changing the slippage. MD simulation results reveal that a
pressure-dependent thickness of the adsorbed layer should
be adopted in larger scale LB simulations. MD simulations
also find that adsorbed layer transports along the solid wall,
in consistence with experiments in the literature. Effects of
adsorbed layer on the slippage can be accounted for through
the slip boundary conditions or SC pseudopotential model in
LB simulations. Such effects, which are of great importance
for the production of shale gas, need to be further studied.

(5) Mesoscopic LB simulations, which are based on a general-
ized Navier–Stokes equation for fluid flow through low-
permeability porous media with slippage and adsorption
effects, are conducted in a homogeneous shale matrix. Under
lower pressures, slippage is stronger and the volume of
adsorption is less, leading to higher apparent permeability
than intrinsic permeability. When the pressure is higher,
the slippage becomes weaker while the volume reduction
of void space due to adsorption gets larger, resulting in
lower apparent permeability than intrinsic permeability.
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