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A fully compressible multispeed lattice Boltzmann model is introduced and numerically demonstrated to simulate compressible thermal flow. The equilibrium distribution functions are derived by a nonperturbative algebraic theory in coordinate symmetry product form to avoid complex polynomial expansion of the Maxwellian function and Gauss-Hermite quadrature. An important characteristic of the proposed model is that it can be easily extended to a multidimensional model with factorization symmetry. For compressible flows, Sod shock tube, Couette flow, and high-Mach double-reflection compressible flow are carried out to validate the present model for compressible flow and heat transfer. Numerical results are in excellent agreement with the theoretical solutions of fluid flows.

INTRODUCTION

During the past two decades, the lattice Boltzmann method (LBM) has attracted much attention and interest of researchers. There has been rapid progress in developing new models and applications in many fields [1–5]. The LBM has achieved great success in simulating nearly incompressible and isothermal fluid flows, and there has also been an ongoing effort in the construction of stable thermal compressible lattice Boltzmann equation models in order to simulate heat transfer and compressible flow. However, it has not been able to handle realistic thermal compressible flows with enough satisfaction in continuum and slip flow regimes [6, 7].

In general, the present thermal lattice Boltzmann models can be classified into three categories: the multispeed approach, the double-population approach, and the finite-difference or finite-volume hybrid approach. The multispeed approach [2, 8, 9], a straightforward extension of the athermal lattice Boltzmann model, is developed to simulate thermal compressible flows with only the velocity distribution function. The multispeed approach is based directly on gas kinetic theory, in which the hydrodynamic variables density, velocity, and internal energy (or temperature) are coupled in physical space. Recently, a lattice Boltzmann model has been extended based on the entropic LBM theory to simulate thermal and compressible flows on standard...
lattices with multispeed additional terms [10–12]. The double-distribution-function thermal models [13, 14] are proposed for studying thermohydrodynamics in the incompressible limit. In these models, an internal energy density or temperature distribution function is used to simulate the temperature field. In addition, a hybrid thermal lattice Boltzmann model is proposed in which the LBM is used to solve the fluid velocity field and finite difference method for the temperature field [7, 15].

In microscopic flows, it is important to consider gaseous compressible effect and heat transfer. Lack of energy conservation in isothermal lattice Boltzmann models leads to spurious bulk viscosity and limits their use in microflows [10]. The LBM has also been developed to solve microflow problems [16, 17], due to its kinetic nature. In contrast to the direct-simulation Monte Carlo (DSMC) method, the LBM is free from statistical scatter. Furthermore, the method is definitely superior to the DSMC method for subsonic flow simulation [18]. Researchers have devoted significant efforts to extend the capability of lattice Boltzmann models for rarefied gas flows [19–23].

The setup of discrete velocity and determination of the equilibrium distribution function are two key issues for construction of a new lattice Boltzmann model. It is usually a simplified polynomial which can be derived by applying the truncated Taylor series expansion to the exponential form of the Maxwellian function in terms of the Mach number. The second-order polynomial in terms of particle speed and flow velocity is used in the common isothermal models [1]. Higher-order velocity terms must be included for compressible models [2, 9]. A theoretical framework was presented for representing hydrodynamic systems through a systematic discretization of the Boltzmann kinetic equation by means of Hermite tensor expansion of the Maxwellian function [24]. In [25], an alternative LBM was proposed to construct equilibrium distribution functions for inviscid compressible flows at high Mach number, and the conventional Maxwellian distribution function was replaced by a circular function. A high-order lattice Boltzmann model was developed to model nonequilibrium flows to capture flow characteristics in the Knudsen-layer fluid flow [21, 22]. A class of lattice equilibrium function was constructed using the maximum entropy principle [26]. Recently, an algebraic and nonperturbative theory of higher-order lattice Boltzmann models has been developed based on the symmetry of a product and maximum entropy principle [27, 28], but the model is limited to incompressible flows.

In addition, it should be pointed out that most of the previous compressible lattice Boltzmann models were proposed based on polynomial expansions of the Maxwellian or Gauss-Hermite quadrature. Consequently, the equilibrium distribution functions of those models are very complex and closely dependent on the coordinates. Furthermore, convergence of Hermite quadrature is limited by compressible condition.

In this article, a compressible thermal lattice Boltzmann model is proposed based on the symmetry of a product [27, 28]. We apply the moment relations to derive the particle equilibrium distribution functions. First, a one-dimensional model is proposed, then it is extended to a two-dimensional model based on the symmetry of a product. For the purpose of obtaining adjustable specific heat ratio and Prandtl number, a double-distribution function (DDF) compressible model is developed. We calculate a shock tube problem and Couette flow in a channel using only the
velocity distribution function and a double Mach reflection problem by DDF to examine the accuracy of the results to confirm the feasibility and validity of the present model.

**COMPRESSIBLE LATTICE BOLTZMANN MODEL**

The lattice Boltzmann method approximates the continuous Boltzmann equation with discretization of physical space and velocity space. Physical space is filled with a regular lattice and velocity space is discrete on a set of velocity vectors \([1]\). On every lattice node \(x\), \(f_i(x, t)\) indicates the density distribution of a particle with velocity \(e_i\). We use the single time relaxation process to replace the collision term in this study. The time evolution of distribution function \(f_i\) satisfies the following equation:

\[
f_i(x + e_i\delta_t, t + \delta_t) = f_i(x, t) + \frac{1}{\tau} \left[ f_i^{eq}(x, t) - f_i(x, t) \right] \tag{1}
\]

where \(\tau\) is the relaxation parameter, \(\delta_t\) is the time increment, and \(f_i^{eq}\) is the equilibrium distribution function.

Here, we intend to derive the equilibrium distribution function of the multispeed lattice Boltzmann model. First, a model in one spatial dimension is constructed. The one-dimensional Maxwell distribution function is

\[
f^{eq} = \rho \frac{1}{(2\pi RT)^{1/2}} \exp \left[ -\frac{(\xi - u)^2}{2RT} \right] \tag{2}
\]

The first five moments of the Maxwellian are listed as follows [26]:

\[
M_M^{(0)} = \int f^{eq} = \rho \tag{3}
\]

\[
M_M^{(1)} = \int f^{eq} \xi = \rho u \tag{4}
\]

\[
M_M^{(2)} = \int f^{eq} \xi^2 = \rho u^2 + \rho RT \tag{5}
\]

\[
M_M^{(3)} = \int f^{eq} \xi^3 = \rho u^3 + 3\rho R Tu \tag{6}
\]

\[
M_M^{(4)} = \int f^{eq} \xi^4 = \rho u^4 + 6\rho R Tu^2 + 3R^2 T^2 \tag{7}
\]

Let characteristic speed \(c = \sqrt{RT_0}\) (\(T_0\) is the characteristic temperature). A D1Q5 lattice with velocities \(e_i = c(0, 1, 1, 2, 2)\) is chosen and then the equilibrium
distribution can be derived directly from the moment equations.

\[ g_0^{eq} = \frac{\rho}{4R^2T_0^2} \left[ 3R^2T^2 + 6RTu^2 + u^4 - 5R( RT + u^2)T_0 + 4R^2T_0^2 \right] \]  
(8)

\[ g_1^{eq} = -\frac{\rho}{6R^2T_0^2} \left\{ 3R^2T^2 + u^3(u + \sqrt{RT_0}) + 3RTu(2u + \sqrt{RT_0}) \right. \\
- 4RT_0 \left[ RT + u(u + \sqrt{RT_0}) \right] \} \]  
(9)

\[ g_2^{eq} = \frac{\rho}{6R^2T_0^2} \left\{ -3R^2T^2 + u^3(-u + \sqrt{RT_0}) + 3RTu(-2u + \sqrt{RT_0}) \right. \\
+ 4RT_0 \left[ RT + u(u - \sqrt{RT_0}) \right] \} \]  
(10)

\[ g_3^{eq} = \frac{\rho}{24R^2T_0^2} \left\{ 3R^2T^2 + 6RTu(u + \sqrt{RT_0}) + u^3(u + 2\sqrt{RT_0}) \right. \\
- RT_0 \left[ RT + u(u + 2\sqrt{RT_0}) \right] \} \]  
(11)

\[ g_4^{eq} = \frac{\rho}{24R^2T_0^2} \left\{ 3R^2T^2 + 6RTu(u - \sqrt{RT_0}) + u^3(u - 2\sqrt{RT_0}) \right. \\
- RT_0 \left[ RT + u(u - 2\sqrt{RT_0}) \right] \} \]  
(12)

In the above equations, \( g_i^{eq} \) is the equilibrium distribution function for one dimension. It should be noted that in the above equations the equilibrium \( g_{2,4}^{eq}(u, T) = g_{1,3}^{eq}(-u, T) \) and the fourth-order velocity terms are included. These characteristics and higher nonlinear terms can help to improve Galilean invariance of the system. Letting \( \theta = \frac{u}{T_0} \) and \( v = \frac{u}{RT_0} \), we can simplify the equilibrium distribution function of one dimension as follows:

\[ g_0^{eq} = \frac{\rho}{4} \left[ 4 + v^4 - 50 + 30^2 + v^2(-5 + 60) \right] \]  
(13)

\[ g_1^{eq} = -\frac{\rho}{6} \left[ v^3 + v^4 + v(-4 + 30) + \theta(-4 + 30) + v^2(-4 + 60) \right] \]  
(14)

\[ g_2^{eq} = -\frac{\rho}{6} \left[ -v^3 + v^4 + v(4 - 30) + \theta(-4 + 30) + v^2(-4 + 60) \right] \]  
(15)

\[ g_3^{eq} = \frac{\rho}{24} \left[ 2v^3 + v^4 + \theta(-1 + 30) + v(-2 + 60) + v^2(-1 + 60) \right] \]  
(16)

\[ g_4^{eq} = \frac{\rho}{24} \left[ -2v^3 + v^4 + \theta(-1 + 30) + v(2 - 60) + v^2(-1 + 60) \right] \]  
(17)

So far, the one-dimensional lattice Boltzmann model is constructed, which includes the equilibrium distribution function, D1Q5 lattice, and evolution equation Eq. (1).
As previously indicated, the two-or three-dimensional model can be derived from the one-dimensional one by a theory based on the symmetry of a product. Taking the two-dimensional model as an example, the discrete velocities can be obtained as ordered pairs \( \forall e_i, e_j \in \{0, c, -c, 2c, -2c\} \). Accordingly, the two-dimensional lattice can be described with \((i, j)\), which consists of 25 velocities, as shown in Figure 1. The two-dimensional equilibrium distribution function can be given as

\[
f_{eq}^{(i, j)} = \rho \psi_{i}^{eq}(v_x, 0) \psi_{j}^{eq}(v_y, 0)
\]

(18)

where the \( \psi_{i}^{eq} \) are known from the one-dimensional distribution function \( g_{i}^{eq} \) scaled by \( \rho \). The transmission of one-dimensional information to two dimensions is completed by this simple algebraic operation. The features of the one-dimensional model are inherited by the two-dimensional one. The two-dimensional D2Q25 equilibrium distribution functions are given in Appendix A. The velocity moments of equilibrium density distribution function are calculated as follows:

\[
\sum f_{eq}^{i} = \rho \tag{19}
\]

\[
\sum f_{eq}^{i} c_{ix} = \rho u_x \tag{20}
\]

\[
\sum f_{eq}^{i} c_{ix}^2 = \rho E \tag{21}
\]

\[
\sum f_{eq}^{i} c_{ix} c_{i\beta} = \rho u_x u_{\beta} + p \delta_{x\beta} \tag{22}
\]

\[
\sum f_{eq}^{i} c_{ix}^2 c_{i\alpha} = (\rho E + p) u_x \tag{23}
\]

Figure 1. Setup of the discrete velocities for D2Q25 lattice.
The equilibrium density distribution function satisfies the velocity moment condition to recover the macroscopic compressible Navier-Stokes equations. Using the Chapman-Enskog multiscale technique, the distribution \( f_i \) is expanded around the equilibrium distribution \( f_i^{(0)} \) as follows:

\[
f_i = f_i^{(0)} + K f_i^{(1)} + K^2 f_i^{(2)} + \cdots
\]

with

\[
\sum_i f_i^{(n)} = 0 \quad \sum_i f_i c_i^{(n)} = 0 \quad \sum_i f_i^{(n)} c_i^2 = 0 \quad n = 1, 2, \ldots
\]

Therefore, by matching the scales of \( K^1, K^2 \), we have

\[
K^1 : \left( \frac{\partial}{\partial t_1} + c_i \cdot \nabla_1 \right) f_i^{\text{eq}} + \frac{f_i^{(1)}}{\tau \delta_t} = 0
\]

\[
K^2 : \frac{\partial f_i^{\text{eq}}}{\partial t_2} + \left( \frac{\partial}{\partial t_1} + c_i \cdot \nabla_1 \right) \left( 1 - \frac{1}{2\tau} \right) f_i^{(1)} + \frac{f_i^{(2)}}{\tau \delta_t} = 0
\]

We can sum Eq. (28) and Eq. (29) over the phase space. Then the \( t_1, t_2 \) order of the continuity equation and momentum equation can be derived as

\[
\frac{\partial \rho}{\partial t_1} + \nabla_1 \cdot (\rho u) = 0
\]

\[
\frac{\partial \rho}{\partial t_2} = 0
\]

\[
\frac{\partial}{\partial t_1} (\rho u_a) + \frac{\partial}{\partial x_{1\beta}} (\rho u_a u_{\beta} + p \delta_{a\beta}) = 0
\]

\[
\frac{\partial}{\partial t_2} (\rho u_a) + \frac{\partial}{\partial x_{1\beta}} \left( 1 - \frac{1}{2\tau} \right) \left( \sum_i c_{i a} c_{i \beta} f_i^{(1)} \right) = 0
\]

We can get the energy conservation equation by Eq. (28) and Eq. (29):

\[
\frac{\partial (\rho E)}{\partial t_1} + \frac{\partial}{\partial x_{1\alpha}} [(\rho E + p) u_{\alpha}] = 0
\]

\[
\frac{\partial (\rho E)}{\partial t_2} + \frac{\partial}{\partial x_{1\alpha}} \left( 1 - \frac{1}{2\tau} \right) \left( \sum_i \frac{1}{2} c_{i a} c_{i \beta}^2 f_i^{(1)} \right) = 0
\]
Rewrite \( f_i^{(1)} \) using Eq. (29):

\[
\sum_i c_\alpha c_\beta f_i^{(1)} = -\tau \sum_i c_\alpha c_\beta \left( \frac{\partial}{\partial t} + u \cdot \nabla \right) f_i^{eq}
\]

\[
= -\tau \left[ \frac{\partial}{\partial t} \left( \rho u \partial_\alpha u + p \delta_{\alpha\beta} \right) + \frac{\partial}{\partial x_{1\gamma}} \left( \sum_i f_i^{eq} c_\alpha c_\beta c_\gamma \right) \right]
\]

\( (36) \)

\[
\sum_i \frac{1}{2} c_\alpha c_\beta f_i^{(1)} = -\tau \sum_i \frac{1}{2} c_\alpha c_\beta \left( \frac{\partial}{\partial t} + u \cdot \nabla \right) f_i^{eq}
\]

\[
= -\tau \frac{\partial}{\partial t} \left( (\rho E + p) u_\alpha \right) + \frac{\partial}{\partial x_{1\beta}} \left( \sum_i \frac{1}{2} c_\alpha c_\beta c_\gamma f_i^{eq} \right)
\]

\( (37) \)

Using Eq. (24) and Eq. (25), we can simplify Eq. (33) and Eq. (35) as follows:

\[
\frac{\partial}{\partial t} (\rho u_\alpha) - \frac{\partial}{\partial x_{1\beta}} \left( \frac{1}{2} \right) \rho \left[ \left( \frac{\partial u_\alpha}{\partial x_{1\beta}} + \frac{\partial u_\beta}{\partial x_{1\alpha}} \right) - \frac{2}{D} \frac{\partial u_{\gamma}}{\partial x_{1\gamma}} \delta_{\alpha\beta} \right] = 0
\]

\( (38) \)

\[
\frac{\partial}{\partial t} (\rho E) - \frac{\partial}{\partial x_{1\alpha}} \left( \frac{1}{2} \right) \rho \left[ u_\beta \left[ \left( \frac{\partial u_\alpha}{\partial x_{1\beta}} + \frac{\partial u_\beta}{\partial x_{1\alpha}} \right) - \frac{2}{D} \frac{\partial u_{\gamma}}{\partial x_{1\gamma}} \delta_{\alpha\beta} \right] \right)
\]

\[
+ p (c_v + R) \frac{\partial T}{\partial x_{1\alpha}} \right] = 0
\]

\( (39) \)

According to Eqs. (30–32), (34), and (38) and (39), we can obtain the two-dimensional compressible Navier-Stokes equations and energy conservation equation at the second order of approximation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0
\]

\( (40) \)

\[
\frac{\partial \rho u}{\partial t} + \nabla \cdot (\rho uu) = -\nabla p + \nabla \cdot \Pi
\]

\( (41) \)

\[
\frac{\partial \rho E}{\partial t} + \nabla \cdot [(\rho E + p) u] = \nabla \cdot (\lambda \nabla T) + \nabla \cdot (u \cdot \Pi)
\]

\( (42) \)

where the viscous stress tensor \( \Pi \) is given by

\[
\Pi = \mu \left[ \nabla u + (\nabla u)^T - \frac{2}{D} (\nabla \cdot u) I \right]
\]

\( (43) \)

where \( I \) is the unit tensor.

The dynamic viscosity and thermal conductivity are defined as

\[
\mu = \left( \tau - \frac{1}{2} \right) \rho
\]

\( (44) \)
Note that the Prandtl number of the present two-dimensional model is \( \text{Pr} = \frac{\mu c_p}{\lambda} \), where \( c_p = 2 \) is the specific heat at constant pressure, and the specific heat at constant volume \( c_v = 1 \). There are several existing methods which can be used to change specific heat ratio and Prandtl number, such as the double-distribution function, multiple-relaxation-time LBM. For the purpose of obtaining adjustable specific heat ratio and Prandtl number, the double-distribution function (DDF) method proposed by He et al. [13], Guo et al. [14], and Li et al. [29] is adopted in this article. A total energy distribution function \( h \) is introduced in the present DDF method, and its evolution equation is given as follows:

\[
\frac{h_i(x, t + \delta t) - h_i(x, t)}{\tau} = -\frac{1}{\tau} \left[ h_i(x, t) - h_i^{\text{eq}}(x, t) \right] - \frac{1}{\tau_h} \left( e_iu - \frac{u^2}{2} \right) [f_i(x, t) - f_i^{\text{eq}}(x, t)]
\]

where the equilibrium total energy distribution function is given by

\[
h_i^{\text{eq}} = \frac{e_i^2 + (b - D)RT}{2} f_i^{\text{eq}}
\]

The total energy equilibrium distribution functions \( h_i^{\text{eq}} \) of the D1Q5 lattice with velocities \( e_i = (0, c, c, 2c, 2c) \) are given as follows:

\[
h_0^{\text{eq}} = \frac{\rho(b - 1)RT}{8} [4 + v^4 - 50 + 30^2 + v^2(-5 + 60)]
\]

\[
h_1^{\text{eq}} = -\frac{\rho[c^2 + (b - 1)RT]}{12} [v^3 + v^4 + v(-4 + 30) + 0(-4 + 30) + v^2(-4 + 60)]
\]

\[
h_2^{\text{eq}} = -\frac{\rho[c^2 + (b - 1)RT]}{12} [-v^3 + v^4 + v(4 - 30) + 0(-4 + 30) + v^2(-4 + 60)]
\]

\[
h_3^{\text{eq}} = \frac{\rho[4c^2 + (b - 1)RT]}{48} [2v^3 + v^4 + 0(-1 + 30) + v(-2 + 60) + v^2(-1 + 60)]
\]

\[
h_4^{\text{eq}} = \frac{\rho[4c^2 + (b - 1)RT]}{48} [-2v^3 + v^4 + 0(-1 + 30) + v(2 - 60) + v^2(-1 + 60)]
\]

The two-dimensional total energy equilibrium distribution functions are given in Appendix B. The equilibrium total energy distribution function satisfies the following condition to recover the macroscopic compressible Navier-Stokes equations:

\[
\sum h_i^{\text{eq}} = \rho E
\]

\[
\sum h_i^{\text{eq}} c_i \alpha = (\rho E + p)u_a
\]
\[
\sum h_i^{eq} c_i^2 = (pE + 2p)u^2 + p(E + T)
\]  

(55)

**Numerical Tests and Results**

In this section, several numerical simulations including Sod shock tube, Couette flow, and a double Mach reflection problem are carried out to verify the present model in compressible thermal flow. The Sod shock tube and Couette flow are solved by a single density distribution function. The double Mach reflection problem is tested by the DDF model including the total energy distribution function.

**Sod Shock Tube**

First, a standard test case of compressible flow, i.e., the shock tube problem, is simulated on grids of 1,024 x 32. The flow of the Riemann problem includes a shock wave, a contact surface, and an expansion wave; hence, it is a wonderful model problem by which the performance of the proposed numerical scheme in simulation of compressible flows can be examined [29]. The Sod shock tube test is considered with initial condition as follows:

\[
\left( \frac{\rho}{\rho_0}, \frac{u}{u_0}, \frac{p}{p_0} \right) = \begin{cases}
(1, 0, 1), & 0 < \frac{x}{L} < \frac{1}{2} \\
(0.125, 0, 0.1), & \frac{1}{2} < \frac{x}{L} < 1
\end{cases}
\]

(56)

The periodical condition is taken in the y direction, and \( f_i = f_i^{eq} \) is set in the x direction. The specific heat ratio is 2.0 and the Prandtl number is 1.0. No discontinuity-capturing scheme is used in our present model. A typical situation of simulated results is shown in Figure 2. In the figure the profiles of the density, velocity, pressure, and temperature for the Sod shock tube obtained from the present simulation are presented by dashed lines. The theoretical solutions are represented with solid lines for comparison. The numerical results are found to be in an excellent agreement with the theoretical ones. It is noted that the discontinuities are captured exactly.

**Couette Flow**

Couette flow between two parallel plates is considered to validate whether the present model can describe viscous heat dissipation. A sketch of the Couette flow is shown in Figure 3. The top plate, which is \( H \) apart from the bottom plate at temperature \( T_1 \), moves with a constant velocity \( U \). The grid of 64 x 64 is employed. The bottom plate at temperature \( T_0 \) is at rest. Constant viscosity and thermal conductivity are assumed. The analytical distribution of temperature in a steady state is given as

\[
T_0 = T_1 : T - T_0 = Pr \frac{U^2}{2c_p H} \left( 1 - \frac{y}{H} \right)
\]

\[
T_0 \neq T_1 : \frac{T - T_0}{T_1 - T_0} = \frac{y}{H} + \frac{Pr Ec}{2} \frac{y}{H} \left( 1 - \frac{y}{H} \right)
\]

(57)
where $y$ is the distance from the bottom boundary, $Ec = U^2/[c_p(T_1 - T_0)]$ is the Eckert number.

The viscous shear stress transmits momentum and viscous heat dissipation into the fluid. Thus, it changes the horizontal speed profile and temperature profile. Figure 4 shows simulated dimensionless temperature profiles for $U = 0.1$, $c_p = 2$, $Pr = 1$, and $T_0 = T_1 = 0.4$, $0.7$, $1.0$, respectively. The results for all cases agree exactly with the analytical values. The distribution does not depend on plate temperature, which is also obtained from analytical solution. Figure 5 shows the simulated results for $T_1 = T_0 + 0.001$, $c_p = 2$, $Pr = 1$, $U = 0.1$, $0.2$, $0.3$, which are in an excellent agreement with the analytical results.

Figure 2. Comparisons between numerical and theoretical solutions of Sod shock tube.

Figure 3. Sketch of Couette flow.
with the analytical ones. The maximal deviations are 0.93%, 1.36%, and 1.88% for $U = 0.1$, 0.2, and 0.3, respectively.

**Double Mach Reflection Problem**

In the double Mach reflection problem, the computational domain is a rectangle of length $\frac{a}{C_1} = 3$ and height $\frac{h}{C_2} = 1$. The computational domain is divided into $360 \times 120$ grids. The case of $30^\circ$ shock reflection is simulated with following conditions. The fluid in front of the shock has zero velocity, and the Mach number is 10. The inner...
x boundary is simply an “inflow” condition, in which the fluid values are set by the initial conditions in the post-shock region. The outer x boundary is a simple outflow condition, and the extrapolation technique is applied. The reflecting wall lies along the bottom of the domain. For \( x \geq x_0 \) this y boundary is a reflecting wall. For \( x < x_0 \), the lower y fluid values are set by the initial post-shock conditions. Here, we take \( x_0 \) to be 1/6. The upper y boundary is constructed to follow the flow of the diagonal shock such that there is no interaction between the shock and this boundary. The values along the top boundary are set to describe the exact motion of the initial Mach 10 shock; it means that this test uses a time-dependent physical boundary condition at the top boundary. The initial condition is given as follows:

\[
\begin{align*}
\left( \frac{\rho}{p_0}, \frac{u}{u_0}, \frac{v}{v_0}, \frac{p}{p_0} \right) &= (8, 8.25 \sin \left( \frac{\pi}{3} \right), -8.25 \cos \left( \frac{\pi}{3} \right), 116.5), 0 < \frac{x}{L} < \frac{1}{2} \\
\left( \frac{\rho}{p_0}, \frac{u}{u_0}, \frac{v}{v_0}, \frac{p}{p_0} \right) n &= (1.4, 0, 0, 1), \frac{1}{2} < \frac{x}{L} < 1
\end{align*}
\]  

(58)
Here, the total energy distribution function is adopted. Moreover, $b = 5$ and $R = 287$ are set in order to get $\gamma = 1.4$ and $Pr = 0.71$. For capturing strong shocks of fluid flow, the fifth-order WENO scheme for space discretization and Runge-Kutta scheme in time discretization are applied in the case corresponding to the finite-difference LBM proposed by Wang et al. [30]. The flow computed by the present model is displayed in Figure 6. The results of density, pressure, and temperature distributions are shown. The complex flow features, the first Mach shock, and the second Mach shock are accurately captured. The results agree very well with those obtained using the shock-capturing scheme [31].

**CONCLUSIONS**

We have developed a multispeed lattice Boltzmann model for simulation of compressible thermal flow. In our model, the particle equilibrium distribution functions have been derived directly from the moment system by a simple algebraic method based on neither conventional polynomial expansions of the Maxwellian function nor Gauss-Hermite quadrature. The important point of the derivation is that the two- or three-dimensional equilibrium distribution functions are in the product form of one-dimensional equilibrium distribution functions, which are achieved by solving the one-dimensional moment system. The numerical results of the Sod shock tube and Couette flows agree well with the analytic predictions. In compressible flow with strong shock, complex flow features and Mach shock can be captured accurately using the present model. The model may be developed to be a promising tool for analyzing compressible thermal flows.
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We give here the equilibrium distribution functions of the D2Q25 model. \( u \) is the dimensionless velocity in the \( x \) direction, \( v \) is dimensionless velocity in the \( y \) direction, and \( \theta = T/T_0 \) is dimensionless temperature.

\[
\begin{align*}
f_0^{\text{eq}} &= \frac{\rho}{16} [4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)] \\
&\quad [4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)] \\
f_1^{\text{eq}} &= -\frac{\rho}{24} [30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \\
&\quad [4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)] \\
f_2^{\text{eq}} &= \frac{\rho}{24} [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \\
&\quad [4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)] \\
f_3^{\text{eq}} &= \frac{\rho}{24} [-30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)] \\
&\quad [4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)] \\
f_4^{\text{eq}} &= \frac{\rho}{24} [-30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3)] \\
&\quad [4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)] \\
f_5^{\text{eq}} &= -\frac{\rho}{36} [30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \\
&\quad [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \\
f_6^{\text{eq}} &= \frac{\rho}{36} [-30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)] \\
&\quad [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \\
f_7^{\text{eq}} &= \frac{\rho}{36} [-30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)] \\
&\quad [-30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3)] \\
f_8^{\text{eq}} &= -\frac{\rho}{36} [30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \\
&\quad [-30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3)]
\end{align*}
\]
\[ f_{9}^{eq} = \frac{\rho}{96} [4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)] \\
[30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)] \]

\[ f_{10}^{eq} = \frac{\rho}{96} [4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)] \\
[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)] \]

\[ f_{11}^{eq} = \frac{\rho}{96} [4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)] \\
[30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)] \]

\[ f_{12}^{eq} = \frac{\rho}{96} [4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)] \\
[30^2 + 0(-1 - 6v + 6v^2) + v(2 - v - 2v^2 + v^3)] \]

\[ f_{13}^{eq} = \frac{\rho}{576} [30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)] \\
[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)] \]

\[ f_{14}^{eq} = \frac{\rho}{576} [30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)] \\
[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)] \]

\[ f_{15}^{eq} = \frac{\rho}{576} [30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)] \\
[30^2 + 0(-1 - 6v + 6v^2) + v(2 - v - 2v^2 + v^3)] \]

\[ f_{16}^{eq} = \frac{\rho}{576} [30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)] \\
[30^2 + 0(-1 - 6v + 6v^2) + v(-2 - v - 2v^2 + v^3)] \]

\[ f_{17}^{eq} = \frac{\rho}{144} [30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)] \\
[-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \]

\[ f_{18}^{eq} = -\frac{\rho}{144} [30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)] \\
[30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \]

\[ f_{19}^{eq} = \frac{\rho}{144} [30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)] \\
[-30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)] \]

\[ f_{20}^{eq} = \frac{\rho}{144} [30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)] \\
[-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \]
\[
    f_{21}^{\text{eq}} = \frac{\rho}{144} \left[ 30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3) \right] \\
    \quad \quad \left[ -30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3) \right]
\]
\[
    f_{22}^{\text{eq}} = \frac{\rho}{144} \left[ 30^2 + 0(-1 - 6v + 6v^2) + v(-2 - v - 2v^2 + v^3) \right] \\
    \quad \quad \left[ -30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3) \right]
\]
\[
    f_{23}^{\text{eq}} = -\frac{\rho}{144} \left[ 30^2 + 0(-1 - 6v + 6v^2) + v(-2 - v - 2v^2 + v^3) \right] \\
    \quad \quad \left[ 30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3) \right]
\]
\[
    f_{24}^{\text{eq}} = \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3) \right] \\
    \quad \quad \left[ -30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3) \right]
\]

**APPENDIX B. TWO-DIMENSIONAL TOTAL ENERGY EQUILIBRIUM DISTRIBUTION FUNCTIONS**

We give here the total energy equilibrium distribution functions of the D2Q25 model. \( u \) is dimensionless velocity in the x direction, \( v \) is dimensionless velocity in the y direction, and \( \theta = T/T_0 \) is dimensionless temperature.

\[
    h_0^{\text{eq}} = \frac{\epsilon_1^2 + (b - 2)RT \rho}{2} \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2) \right] \\
    \quad \quad \left[ 4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2) \right]
\]
\[
    h_1^{\text{eq}} = -\frac{\epsilon_1^2 + (b - 2)RT \rho}{2} \left[ 30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3) \right] \\
    \quad \quad \left[ 4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2) \right]
\]
\[
    h_2^{\text{eq}} = \frac{\epsilon_1^2 + (b - 2)RT \rho}{24} \left[ -30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3) \right] \\
    \quad \quad \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2) \right]
\]
\[
    h_3^{\text{eq}} = \frac{\epsilon_1^2 + (b - 2)RT \rho}{24} \left[ -30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3) \right] \\
    \quad \quad \left[ 4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2) \right]
\]
\[
    h_4^{\text{eq}} = \frac{\epsilon_1^2 + (b - 2)RT \rho}{24} \left[ -30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3) \right] \\
    \quad \quad \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2) \right]
\]
\[ h^e_5 = -\frac{e_i^2 + (b - 2)RT \rho}{2} \left[ \frac{30^2}{36} \{30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)\} \right] \]
\[ \quad \left[-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)\right] \]
\[ h^e_6 = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ -30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)\right] \]
\[ \quad \left[-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)\right] \]
\[ h^e_7 = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ -30^2 + 0(4 + 3u - 6u^2) + u(-4 + 4u + u^2 - u^3)\right] \]
\[ \quad \left[-30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3)\right] \]
\[ h^e_8 = -\frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)\right] \]
\[ \quad \left[-30^2 + 0(4 + 3v - 6v^2) + v(-4 + 4v + v^2 - v^3)\right] \]
\[ h^e_9 = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 4 + 30^2 - 5v^2 + v^4 + 0(-5 + 6v^2)\right] \]
\[ \quad \left[30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)\right] \]
\[ h^e_{10} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)\right] \]
\[ \quad \left[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)\right] \]
\[ h^e_{11} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)\right] \]
\[ \quad \left[30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)\right] \]
\[ h^e_{12} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 4 + 30^2 - 5u^2 + u^4 + 0(-5 + 6u^2)\right] \]
\[ \quad \left[30^2 + 0(-1 - 6v + 6v^2) + v(2 - v - 2v^2 + v^3)\right] \]
\[ h^e_{13} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3)\right] \]
\[ \quad \left[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)\right] \]
\[ h^e_{14} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)\right] \]
\[ \quad \left[30^2 + 0(-1 + 6v + 6v^2) + v(-2 - v + 2v^2 + v^3)\right] \]
\[ h^e_{15} = \frac{e_i^2 + (b - 2)RT \rho}{2} \left[ 30^2 + 0(-1 - 6u + 6u^2) + u(2 - u - 2u^2 + u^3)\right] \]
\[ \quad \left[30^2 + 0(-1 - 6v + 6v^2) + v(2 - v - 2v^2 + v^3)\right] \]
\[ h_{16}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{576} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3) \right] \]
\[ [30^2 + 0(-1 - 6v + 6v^2) + v(2 - v - 2v^2 + v^3)] \]
\[ h_{17}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3) \right] \]
\[ [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \]
\[ h_{18}^{eq} = -\frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + v(-2 - v + 2v^2 + v^3) \right] \]
\[ [30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \]
\[ h_{19}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + v(-2 + 2u^2 + u^3) \right] \]
\[ [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \]
\[ h_{20}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + v(2 - u - 2u^2 + u^3) \right] \]
\[ [-30^2 - 0(-4 + 3v + 6v^2) - v(-4 - 4v + v^2 + v^3)] \]
\[ h_{21}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 - u + 2u^2 + u^3) \right] \]
\[ [-30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \]
\[ h_{22}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + v(-2 - v + 2v^2 + v^3) \right] \]
\[ [-30^2 + 0(-4 + 3v + 6v^2) + u(-4 - 4u + u^2 + u^3)] \]
\[ h_{23}^{eq} = -\frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + v(-2 + 2v^2 + v^3) \right] \]
\[ [30^2 + 0(-4 + 3u + 6u^2) + u(-4 - 4u + u^2 + u^3)] \]
\[ h_{24}^{eq} = \frac{e_i^2 + (b - 2)RT}{2} \frac{\rho}{144} \left[ 30^2 + 0(-1 + 6u + 6u^2) + u(-2 + 2u^2 + u^3) \right] \]
\[ [-30^2 + 0(-4 + 3v + 6v^2) + v(-4 + 4v + v^2 + v^3)] \]