A numerical study on the theoretical accuracy of film thermal conductivity using transient plane source method
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Abstract

The thermal conductivity of film specimen is different with bulk materials and lack of standard reference materials, and few study of the measurement accuracy of film thermal conductivity has been reported. A numerical study is conducted to analyze the theoretical accuracy of film thermal conductivity introduced by the assumption of transient plane source method. In the data reduction from the measurement results, it is difficult to determine the calculation area and thickness due to the non-ideal 1D heat conduction generated in the film and the heat element has a certain thickness. The simulation found that if the thermal resistance of the film to be measured is comparable or higher than that of the sensor insulation layer, the accuracy of determining the film thermal conductivity would be very high. The theoretical accuracy of transient plane source method can be as small as 6% after some modification.

1. Introduction

Film specimens are widely used in measurements of electronics, mechanics, chemicals and other industries. The thermal conductivity is a key property of film specimens, such as proton exchange membrane and gas diffusion layer in fuel cell [1–7]. Many steady methods and transient methods are developed to measure the thermal conductivity of micro/nano films, such as one dimensional steady state method, 3D method, hot wire/strip method, laser flash method, transient plane source (TPS) method, photoacoustic method, optothermal method and micro-Raman spectroscopy method [8–18]. The thermal conductivity of film specimen may differ greatly from bulk specimen because of the phonon scattering at surfaces and different manufacturing process [9]. In addition, thin thickness of film and lack of standard reference sample make it difficult to measure film thermal conductivity accurately. Often different method may have different result for the same film specimen [12].

TPS method is adopted widely to measure thermal conductivity of bulk specimens [19,20]. The method has been extended to measure thermal conductivity of anisotropic bulk specimens, slab
specimens and thin film specimens [12,19,20]. This method can measure film specimens with thickness ranging from 10 μm to 1 mm according to the ISO standard [12,13,21]. However, to the authors’ knowledge the accuracy of TPS method of measuring film specimen has not been discussed in the open literature. The source of measurement uncertainty of dynamic test can be divided into two aspects [22]. The first part represents the deviation of the mathematical assumption of the method from the practical measurement and the second part represents the deviation caused by the input parameter of measurement and evaluation procedure. For TPS method, many works of parameter estimation have been conducted to analyze the temperature measurement uncertainty using least-squares procedure and the data evaluation method to improve the accuracy [22–26]. The uncertainty of measuring voltage, resistance, diameter, thickness, temperature coefficient of the resistivity of the sensor, etc, has been discussed by Suleiman and Malinari [24]. However, few works consider the deviation caused by the theoretical assumption. In our previous works [27–29], the influence of insulating layer of the Hot Disk sensor on the bulk specimen thermal conductivity measuring accuracy was analyzed through numerical simulation. The simulation considered the actual thickness of the test sensor instead of treating the sensor as plane source without thickness and neglecting the heat loss through the sensor side. Previous simulation by TPS method in literature [19] was also conducted to analyze the accuracy of hot-disk technique when applied to low-density insulating materials. In this paper, the theoretical analysis for the thermal conductivity measurement accuracy of thin film specimens using TPS method is conducted through numerical simulation, seemingly first in the literature. Film specimens with different thickness and thermal conductivity are numerically studied. The simulation results will reveal the theoretical accuracy of TPS method introduced by the model assumption on measuring film specimens.

The outline of the rest of the paper is as follows. The test theory of TPS method will be briefly introduced firstly for the reader’s convenience. Then the numerical method adopted in this work is presented, followed by the numerical results and discussion. Finally some useful conclusions are summarized.

2. Theoretical basis of TPS method

TPS method is proposed by Gustafsson [30] to measure thermal conductivity of bulk specimens, thin slab specimens and film specimens. TPS method became an ISO standard for determining thermal conductivity and thermal diffusivity of plastics [13] in 2008. Fig. 1(a) shows the kapton sensor used to measure thermal conductivity of the film specimens. The sensor consists of a double spiral heating element and two thin insulation films packed on both sides of the spiral structure to keep the shape and electric insulation. The heating element is usually made of nickel and the insulation film is made of kapton.

The double spiral sensor is used both as a heat source and as a dynamic temperature sensor. When the sensor is electrically heated, the electric resistance increases as a function of time and can be given by the following expression:

\[
R(t) = R_0(1 + \alpha \Delta T) = R_0[1 + \alpha \Delta T_i + \alpha \Delta T(\tau)]
\]  

\(1\)

where \(t\) is the test time, \(s\); \(R_0\) is the resistance of sensor at time \(t = 0\); \(\Delta T\) is the dimensionless time defined as \(\tau = \sqrt{\tau/\Theta}\), here \(\Theta\) is the characteristic time defined by \(\Theta = a^2/r^2\), \(r\) is the radius of sensor, \(\text{mm}\); \(a\) is the thermal diffusivity of background material, \(\text{mm}^2\text{s}^{-1}\); \(\alpha\) is the temperature coefficient of the resistivity, \(1/K\); \(\Delta T\) is the mean temperature increase of the probe; \(\Delta T_i\) is the temperature difference across the film, \(K\); \(\Delta T(\tau)\) is the temperature increase of the background material surface facing the sensor, \(K\). The value of \(\Delta T_i\) will becomes constant after a short time provided that the insulation film is thin and the power output is constant. With the assumption that the bifilar probe can be simplified with a number of concentric and equally spaced circular line sources, the solution of the thermal conductivity equation is given by [13,31]

\[
\Delta T(\tau) = \frac{P_0}{\pi^{3/2} \lambda \Theta} E(\tau)
\]  

\(2\)

where, \(P_0\) is the power output of the sensor, \(W\); \(\lambda\) is the thermal conductivity of the test sample, \(W \text{m}^{-1} \text{K}^{-1}\). When determining the thermal conductivity of film specimen, \(\lambda\) is the thermal conductivity of the background material. \(E(\tau)\) is the dimensionless time function, defined as

![Sensor profile and schematic of experiment (a) kapton7280, (b) kapton insulation layer and (c) film specimen.](image-url)

Fig. 1. Sensor profile and schematic of experiment (a) kapton7280, (b) kapton insulation layer and (c) film specimen.
where \( I_0 \) is the modified Bessel function; \( m \) is the number of concentric ring sources, \( h \) is the thickness of the slab. The detailed derivation was presented in [31].

Substituting Eq. (2) into Eq. (1) and denoting \( R^* = R_0(1 + \alpha \Delta T_i) \), \( C = \alpha R_0 I_0 \pi^{3/2} \), Eq. (1) can be rewritten as

\[
R(t) = R^* + CE(t)
\]

(4)

\( \Delta T \) becomes constant after a short time [28,29] and it will also be proved in this work. Hence \( R^* \) has the same variation trend as \( \Delta T_i \). \( C \) is a constant for an established measurement system. As shown in Eq. (4), \( R(t) \) increases linearly with \( E(t) \). When measuring thermal conductivity of bulk specimens or slab specimens, input power and heating time are given. The temperature of the source increases when the probe begins to heat. The thermal resistance of the probe changes with the temperature. The temperature increase of the source is obtained by measuring the voltage imbalance and the current according to the test electrical bridge shown in the ISO22007-2 standard. The temperature coefficient of resistance of the heat element is available. Then the temperature increase curve with time of the probe can be obtained. Finally the linear relationship shown in Eq. (4) is established by a least-squares fitting procedure with the constraint condition of best linearity. Then the thermal diffusivity of the background material is obtained from the final step of the iteration procedure and the thermal conductivity of the background material is determined from the slope of the line. The intercept of the fitting line of the temperature increase curve is temperature difference across the film, \( \Delta T_i \). The thermal conductivity of film specimen can be calculated by

\[
\lambda_1 = P_0 \delta/(2A \Delta T_i)
\]

(5)

where \( \delta \) is the thickness of the film and \( A \) is the area of the probe.

According to ISO22007-2 when performing thermal conductivity measurement of film specimen, two dynamic tests should be conducted [13]. The first measurement is conducted with the sensor placed between two plane high thermal conductivity materials as shown in Fig. 1(b). The thermal conductivity of insulation layer of the sensor together with the adhesive (used to attach the insulation layer and the heat source), \( \lambda_{\text{insulation}} \), can be determined in this measurement. The second measurement is conducted with the two thin film specimens placed between the sensor and the slab high thermal conductivity materials as shown in Fig. 1(c) to obtain the effective thermal conductivity of the insulation layer and the thin film specimen, \( \lambda_{\text{total}} \). From Eq. (6)

\[
\frac{\delta_{\text{insulation}} + \delta_{\text{specimen}}}{\lambda_{\text{total}}} = \frac{\delta_{\text{insulation}}}{\lambda_{\text{insulation}}} + \frac{\delta_{\text{specimen}}}{\lambda_{\text{specimen}}}
\]

(6)

the thermal conductivity of the film specimen, \( \lambda_{\text{specimen}} \) can be calculated, where \( \delta_{\text{insulation}} \) and \( \delta_{\text{specimen}} \) are the thickness of the insulation layer and the thin film specimen, respectively.

3. Numerical simulation method

3.1. Flow chart of the simulation

The exact thermal conductivity of the film is unavailable. As described in Section 2, the theory of determining the thermal conductivity of film is quite complicated. Therefore, the error or uncertainty introduced by the theoretical assumption could not be easily obtained and this makes it difficult to analyze the measurement accuracy. However, the theoretical accuracy of film thermal conductivity measured by TPS method can be determined through simulation as follows. In the simulation, the heat transfer process of the experimental measurement is numerically simulated by mimicking the process on which the TPS measurement theory is based. The geometry parameters, heating power and heating time are the same with that in the experiment test. The thermal conductivity of the film to be determined in the simulation is given beforehand. The temperature of the heat source is monitored in the simulation and then the thermal conductivity of the film can be calculated according to the TPS theory. If the calculated film thermal conductivity is identical with the given value, there has no error brought by the theoretical assumption of TPS. Otherwise, the difference between the given value and the calculated value obtained from the simulation represents the theoretical measurement error of TPS method. This simulation procedure of determining the theoretical accuracy is illustrated in Fig. 2. They are described below in details.

Firstly, a program should be developed to calculate the thermal conductivity of the film specimens once the temperature response of the sensor through simulation is obtained. The software embedded in Hot Disk could be used to calculate the film thermal conductivity from the temperature response of sensor that was measured in the experiment. But it could not be used to calculate the thermal conductivity from the temperature response of sensor that monitored in the simulation because the Hot Disk software is a black box to the users. Therefore, a self-developed program is needed to calculate the thermal conductivity from simulated sensor temperature response. The self-developed program could be verified with the Hot Disk software by calculating the same temperature increase curve of the sensor. If the results calculated by self-developed program is identical to that obtained from the

![Fig. 2. Flow chart of the simulation.](image-url)
instrument software, the self-developed program could be used to determine the film thermal conductivity from the temperature response of the sensor in the simulation.

Secondly, the dynamic heat transfer process of the thermal conductivity measurement of film specimens is simulated by FLUENT software. In the simulation, the geometry parameters, heating time power and heating are in accordance with that in practical test. The thermal conductivity of film specimen is given in the simulation. The temperature response of the sensor is monitored in the simulation and then the thermal conductivity of the film specimen could be calculated by the self-developed program.

Finally, the calculated thermal conductivity is compared with the given value before simulation. The difference between the calculated value and the given value represents the uncertainty brought in by the theoretical assumptions of TPS theory. The simulation is conducted with different film thermal conductivity and different film thickness to reveal their effects on the theoretical accuracy.

3.2. Computational domain

The dynamic test process can be regarded as an unsteady heat conduction problem consisted of a series of concentric heating elements in a finite space. According to the axis-symmetrical geometry, the 3D heat conduction problem can be simplified into 2D one with one radian being adopted as the representative for the circumferential direction. A schematic diagram of the computational domain is shown in Fig. 3.

In the domain, zone 1 is the heat source (nickel), zone 2 is the insulation layer (kapton), zone 3 is the background material (stainless steel) to fix the film specimen and zone 4 is the test film specimen. The detail geometry of the simulation is presented in Table 1. Table 2 shows the thermal property used in the simulation. All simulations are conducted with heating power 1 W, iterative time step 0.01 s, and total simulation time 10 s.

3.3. Governing equation and boundary conditions

The governing equation of the 2D axis-symmetrical cylindrical non-steady state heat conduction with internal heat source is shown as follows [32]:

$$\rho c \frac{\partial T}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( \lambda r \frac{\partial T}{\partial r} \right) + \frac{\partial}{\partial z} \left( \lambda \frac{\partial T}{\partial z} \right) + \Phi$$

The boundary conditions of the problem are as follows:

- Left side: axis symmetry.
- Downside: symmetry.

Outside of the background materials (top side and right side): thermal isolation. Because the thermal conductivity of background material (13.7 W m⁻¹ K⁻¹) is as high as more than 500 times of the surrounding air (0.026 W m⁻¹ K⁻¹), the top and right walls can be treated as adiabatic with enough accuracy.

- Heat source: given volumetric intensity of power input.
- Interfacial boundary: interior. It is a default boundary condition in FLUENT software. The continuity of temperature and heat flow on the interfacial boundary will be satisfied automatically under the interior condition.

3.4. Numerical methods

The simulation is conducted by commercial software FLUENT 6.3.26. The grid size is non-uniform because the geometry size of the heat source (μm), the insulating layer (μm), the film specimen (μm) and the background material (mm) in the computational domain has different order of magnitude. The grid numbers of the six cases with film specimens thickness of 0 μm (to determine the thermal conductivity of kapton insulation layer), 25 μm, 50 μm, 100 μm, 200 μm and 500 μm are 1,083,000, 1,390,000, 1,358,400, 1,308,000, 1,698,000 and 1,602,000 respectively, with the cross section of each micro heating element can be distinguished individually. These grid numbers are obtained after the grid-independent examination. The 1st-order implicit formulation is adopted to solve the 2D unsteady state heat conduction problem, and the diffusion term is discretized by the central difference. The heat sources are treated as discrete heat sources with a finite volume. The temperature of the heat sources and the temperature of

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness/width of nickel</td>
<td>4 μm/0.8 mm</td>
</tr>
<tr>
<td>Interval between nickel</td>
<td>0.2 mm</td>
</tr>
<tr>
<td>Number of concentric ring</td>
<td>15</td>
</tr>
<tr>
<td>Thickness of kapton</td>
<td>28 μm</td>
</tr>
<tr>
<td>Thickness of stainless steel</td>
<td>1.95 mm</td>
</tr>
<tr>
<td>Radius of background materials/film specimen</td>
<td>30 mm</td>
</tr>
<tr>
<td>Film specimen thickness</td>
<td>25/50/100/200 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Film specimen thickness</th>
<th>(0.1/0.2/0.5/1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal property</td>
<td></td>
</tr>
<tr>
<td>Material</td>
<td>(\lambda) W m(^{-1}) K(^{-1})</td>
</tr>
<tr>
<td>Nickel</td>
<td>91.4</td>
</tr>
<tr>
<td>Stainless steel</td>
<td>13.7</td>
</tr>
<tr>
<td>Kapton</td>
<td>0.033</td>
</tr>
<tr>
<td>Film specimen</td>
<td>0.033(0.06/0.1/0.2/0.5/1)</td>
</tr>
</tbody>
</table>

Table 2: Thermal property.

Fig. 3. Schematic diagram of the computational domain (a) insulation film and (b) insulation film and film specimen.
the background material surface that facing film specimen are non-uniform. Therefore, the temperature of heat sources is obtained by volume average and the temperature of sample surface facing film is determined by area weighted average.

4. Results and discussion

4.1. The validation of thermal conductivity determination program of the film specimen

As indicated above the software supplied by the instrument is a black box and inherently connected with measurement steps, it cannot be used to calculate the temperature increase curve of the heating source obtained through simulation. Therefore, an independent program is developed to calculate the thermal conductivity from the temperature increase curve of the sensor obtained by numerical simulation. The self-developed program for determining thermal conductivity of film specimens is validated by comparing with Hot Disk Thermal Constants Analyzer by calculating the same temperature response of sensor measured in the experiment. The test parameters of the experiment are as follows:

- Thickness of kapton insulation layer: 25 μm.
- Thickness of Poly Ethylene (PE) film: 100 μm.
- Thickness of gas diffusion layer (GDL): 590 μm.
- Thickness/radius of background material (stainless steel): 1.95 mm/30 mm.
- Heating power: 1 W.
- Measurement time: 20 s.
- Radius of sensor: 14.67 mm.
- Sensor area: 727 mm².

Fig. 4(a) shows the temperature increases of source when measuring kapton insulation layer and PE film. Fig. 4(b) shows the regressed results of the linear relationship between temperature increase and the dimensionless time function $E(t)$. It can be seen from the figure that the slope and intercept of the line calculated from the Hot Disk software and from the self-developed program are close to each other. The thermal conductivity of film specimen obtained from the instrument software and the self-program is shown in Table 3. The thermal conductivities of the kapton insulation layer, PE film and GDL calculated from the self-program show good agreement with that calculated from the embedded software with the maximum deviation less than ±1%. The comparison proves that the self-developed program could calculate the thermal conductivity of film accurately once obtained the temperature increase of sensor.

4.2. Problems of determining film thermal conductivity

The sensor area (kapton7280: 727 mm² including the area of the kapton insulation filled among the adjacent rings) and the insulation thickness (25 μm) in the calculation is the same as the instrument software. However, the heat element has a double spiral structure (in black color) with width of 0.8 mm and the kapton insulation (in yellow color in the web version) with width of 0.2 mm is filled among the adjacent rings as shown in Fig. 1(a). The actual heating area is not 727 mm². Therefore, whether the calculation area in Eq. (5) should include the insulation part among the adjacent rings or not needs to be reconsidered. In addition, the film thermal conductivity is sensitive with the calculation thickness of the sensor described in Eq. (5). In the Hot Disk software, $d$, including the thickness of heat source is selected for calculation. It is worth noting that the selection of calculation thickness is another issue because the heating element of the sensor has a certain thickness and gaps between two adjacent heating rings are filled with kapton insulation.

4.3. The accuracy of determining the thermal conductivity of kapton insulation layer

The simulation is firstly conducted to determine the thermal conductivity of the sensor insulation layer as shown in Fig. 3(a). The temperature increase curves versus time of the heat source and the sensor surface are monitored. The difference between them represents the thermal resistance of the kapton insulation layer (Fig. 5). As shown in the figure, the temperature difference across the sensor insulation layer will become constant after 0.25 s and remains constant throughout the simulation.

Table 3

<table>
<thead>
<tr>
<th>$\lambda$/W m⁻¹ K⁻¹</th>
<th>Measured by Hot Disk</th>
<th>Calculated by program</th>
<th>Deviation/%</th>
<th>Test information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kapton layer</td>
<td>0.0333</td>
<td>0.0336</td>
<td>0.90</td>
<td>25 μm/24°C</td>
</tr>
<tr>
<td>PE film</td>
<td>0.1198</td>
<td>0.1205</td>
<td>0.58</td>
<td>100 μm</td>
</tr>
<tr>
<td>GDL</td>
<td>0.2593</td>
<td>0.2594</td>
<td>0.04</td>
<td>590 μm</td>
</tr>
</tbody>
</table>
The thermal conductivity and thermal diffusivity of the background material (stainless steel) given in the simulation are 13.7 W m\(^{-1}\) K\(^{-1}\) and 3.72 mm\(^2\) s\(^{-1}\), respectively. The calculated properties of stainless steel from the temperature increase curve of the heat source are 13.96 W m\(^{-1}\) K\(^{-1}\) and 3.79 mm\(^2\) s\(^{-1}\), respectively, with a deviation of 1.9%. It proves that the TPS method can measure the slab material with high thermal conductivity accurately. Table 4 shows the calculated thermal conductivity of kapton insulation layer with given value of 0.033 W m\(^{-1}\) K\(^{-1}\). In the simulation, the radius of the outmost ring is 15 mm and the total area of the heat element and the gap in the simulation is 707 mm\(^2\). The actual heating area in the simulation is 573 mm\(^2\). Different calculation thickness is selected to compare their accuracy. The calculation thickness is 28 \(d_1\) mm when taking account of the thickness of the heat element. When excluding the thickness of the heat element, the calculation thickness is 24 \(d_2\) mm. The calculation thickness of their median is 26 mm. For constant calculation area, the thermal conductivity of insulation layer is proportional to its thickness as shown in Eq. (5). When take the actual heating area to calculate, the thermal conductivity of kapton insulation is overestimated while it is underestimated when choosing the total sensor area. For the kapton insulation layer, both the actual heat area and total sensor area are optional with deviation within 3% when choosing \(d_2\) and \(d_1\) as the calculation thickness respectively.

4.4. The accuracy of determining the thermal conductivity of film specimens

In this section, the test accuracy of film specimens with thickness of 25 \(\mu\)m, 50 \(\mu\)m, 100 \(\mu\)m, 200 \(\mu\)m, 500 \(\mu\)m are simulated for TPS method. The schematic diagram of the simulation is shown in Fig. 3(b). The simulated thermal conductivity range of film specimen with certain thickness is from 0.033 W m\(^{-1}\) K\(^{-1}\) to 1 W m\(^{-1}\) K\(^{-1}\). The simulated theoretical accuracy of film specimens with different thickness and thermal conductivity are shown in Fig. 6. When selecting the actual heating area and the insulation thickness excluding heat element for thermal conductivity determination, it will be overestimated. The deviation increases with thermal conductivity and the deviation is extremely high when measuring thin materials with high thermal conductivity. On the contrary, when selecting the total sensor area and the insulation thickness including heat element, the thermal conductivity is underestimated. However, the deviation obtained by this way is much better than the former one and it is the choice of instrument software. The deviation increases with thermal conductivity and the deviation is also very large when measuring thin materials.

Dozens percent of deviation is not acceptable for film thermal conductivity measurement. So it motivates more studies about where the deviation comes from and whether it could be improved. The determination of film thermal conductivity in Eq. (5) is based on 1D heat conduction assumption. Kapton insulation is filled between the heat elements to keep electric insulation. Therefore, the heat generates from the heat element will transfer to the entire region, which is not an ideal 1D heat transfer process. So the deviation is caused by the theoretical assumption deviates from the practical measurement condition.

<table>
<thead>
<tr>
<th>(A) / W m(^{-1}) K(^{-1})</th>
<th>(d_1 = 28 \mu)m</th>
<th>(d_1 + d_2 = 26 \mu)m</th>
<th>(d_2 = 24 \mu)m</th>
</tr>
</thead>
<tbody>
<tr>
<td>A = 573 mm(^2)</td>
<td>0.0396</td>
<td>0.0368</td>
<td>0.034</td>
</tr>
<tr>
<td>Deviation/%</td>
<td>20.0</td>
<td>11.2</td>
<td>3.0</td>
</tr>
<tr>
<td>A = 707 mm(^2)</td>
<td>0.0321</td>
<td>0.0298</td>
<td>0.0275</td>
</tr>
<tr>
<td>Deviation/%</td>
<td>-2.7</td>
<td>-9.7</td>
<td>-16.7</td>
</tr>
</tbody>
</table>

Fig. 5. Temperature increase curve of source, sensor surface and difference.

![Temperature increase curve](image)

**Table 4**

Influence of area and thickness.

Fig. 6. Deviation of film thermal conductivity (a) \(A = 573 \text{ mm}^2\), \(h_{\text{kapton}} = 24 \mu\)m and (b) \(A = 707 \text{ mm}^2\), \(h_{\text{kapton}} = 28 \mu\)m.
The thermal resistance of test area for thermal conductivity determination is plotted in Fig. 7(a) versus thermal resistance of insulation layer has less conduction assumption of determining the thermal resistance of test film specimen could be obtained from this implicit formula: \( \lambda_{\text{modified}} = \lambda_{\text{measured}}(1 + y) \). Here, \( \lambda_{\text{measured}} \) is the measured thermal conductivity based on the original theory. The deviation after modification is within ±6% and much better than original ones.

5. Conclusions

In this work, the thermal conductivity measurement accuracy of thin film specimens using TPS method is numerically studied, seemingly first in the literature. The major conclusions are summarized as follows:

- Non-ideal 1D heat conduction in the sensor is generated because of the non-ideal plane source and it’s the reason caused the measurement deviation. This makes it difficult to determine the calculation area and calculation thickness when taking the practical heating area and thickness excluding the heat element for data reduction, the thermal conductivity will be overestimated. Otherwise, the thermal conductivity of film will be underestimated. The option that taking the total sensor area and the insulation thickness including heat element for data reduction will has much better accuracy.

- When taking the same option of calculation area and thickness with the instrument software, the deviation decreases rapidly with the increment of the thermal resistance of test film and could be well fitted with an exponential decay curve. The deviation after modification with the fitted formula is basically within ±6% in the full test range.

This work provides a fundamental basis to the accuracy analysis of film thermal conductivity using transient plane source method. The modification proposed in this paper could ensure a good theoretical accuracy of film thermal conductivity measurement by transient plane source method.
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