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A DIRECT NUMERICAL SIMULATION FOR NUCLEATE BOILING BY THE VOSET METHOD

Kong Ling, Zeng-Yao Li, and Wen-Quan Tao
Key Laboratory of Thermo-Fluid Science & Engineering, School of Energy & Power Engineering, Xi’an Jiaotong University, Xi’an, Shaanxi, P. R. China

This article presents a 2-D numerical simulation on nucleate boiling using the VOSET method. Heat transfer through a liquid microlayer around a three-phase contact point is incorporated by a multiscale system method. A temperature interpolation method is presented for solving temperature field in cells containing liquid-vapor interface. Apart from the single-bubble model, computations are carried out for two-bubble and bubble merger models. Heat fluxes predicted by simulation are compared with experimental correlations and good agreement is obtained. In addition, simulation results of bubble’s behavior also verify some boiling mechanisms.

1. INTRODUCTION

Nucleate boiling is one of the most challenging problems for numerical simulation. This is because from a physical point of view phase change is a nano-scale phenomenon, and from an engineering point of view there are so many influencing factors on nucleate boiling heat transfer that until the 1990s we still did not know many things about boiling heat transfer, even at a phenomenological level [1]. In the past 25 years, researchers in the engineering heat transfer community, in conjunction with those thermal physicists, have made great progresses in further understanding and revealing the mechanism and behavior of nucleate boiling heat transfer. As far as a numerical approach is concerned, on one hand simulation methods at micro and meso scales have developed fast [2], which can help to reveal the basic features of the phase change processes. On the other hand, several engineering simulation models have been developed and successes have been obtained. These include the micro-convection model adopted in the RPI method [3], the numerical simulation of the bubble growing process [4], and the recently confirmed existence of liquid microlayer underneath a vapor bubble [5].

This article focuses on engineering simulation models. Broadly speaking, in all of the existing nucleate boiling heat transfer models, simulation starts from a bubble with a finite size, which bypasses the nucleation process and leaves it to the micro-level
study. In addition, all existing boiling heat transfer models adopt the concept that bubbles occur in ditches of the heat transfer surface [6, 7]. Then, according to the heat transfer governing equation in conjunction with interface capture techniques such as VOF [8], Level-Set [9], or their further developments such as VOSET [10], simulation can go on. The framework of such direct simulations of bubbles is principally the same, but in the practical implementations there are still quite a few different techniques and improvements that are needed. In the following, a brief review on some progresses in the direct simulation for nucleate boiling since 1999 will be presented.

By using the mesh-free numerical method, Yoon et al. [11] simulated the whole process of growing and departing a single bubble during nucleate boiling in two dimensions. In their study, the effect of microlayer is replaced by an initial superheated liquid layer around the interface.

Son et al. [4, 12] developed a microlayer model and performed numerical simulations on a single bubble evaporating from a horizontal surface in cylindrical coordinates. Liquid-vapor interface was captured by the Level-Set method. Good agreement with experimental results was obtained. Son and Dhir [13] simulated nucleate boiling on a horizon surface at high wall superheats in two dimensions and obtained good agreement (within ±25%) with experimental correlation for the predicted heat flux.

Nam et al. [14] studied nucleate boiling on a superhydrophilic surface. In their numerical simulation, a very small contact angle (<10°) was set for the capillary force on a solid surface.

Shin et al. [15] simulated nucleate boiling via level contour reconstruction method in three dimensions. The effect of nucleation site density was taken into

---

**NOMENCLATURE**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>constant, (J)</td>
</tr>
<tr>
<td>$c$</td>
<td>VOF function</td>
</tr>
<tr>
<td>$c_p$</td>
<td>heat capacity</td>
</tr>
<tr>
<td>$\bar{g}$</td>
<td>gravity acceleration, ($g = 9.8, \text{m/s}^2$)</td>
</tr>
<tr>
<td>$h$</td>
<td>grid size</td>
</tr>
<tr>
<td>$H$</td>
<td>Heaviside function</td>
</tr>
<tr>
<td>$L$</td>
<td>wall length</td>
</tr>
<tr>
<td>$m$</td>
<td>mass flow rate</td>
</tr>
<tr>
<td>$m$</td>
<td>mass evaporation rate</td>
</tr>
<tr>
<td>$M$</td>
<td>total mass evaporation rate in micro region</td>
</tr>
<tr>
<td>$N$</td>
<td>number of three-phase contact points</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure</td>
</tr>
<tr>
<td>$p_R$</td>
<td>reference pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>average heat flux</td>
</tr>
<tr>
<td>$q'$</td>
<td>local heat flux</td>
</tr>
<tr>
<td>$t$</td>
<td>time</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature</td>
</tr>
<tr>
<td>$\bar{u}$</td>
<td>velocity vector</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity in x-direction</td>
</tr>
<tr>
<td>$\bar{u}$</td>
<td>average velocity</td>
</tr>
<tr>
<td>$v$</td>
<td>velocity in y-direction</td>
</tr>
<tr>
<td>$x$</td>
<td>coordinate</td>
</tr>
<tr>
<td>$y$</td>
<td>coordinate</td>
</tr>
<tr>
<td>$\beta$</td>
<td>thermal expansion coefficient</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>latent heat of vaporization</td>
</tr>
<tr>
<td>$\delta$</td>
<td>liquid film thickness</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>curvature</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>surface tension coefficient</td>
</tr>
<tr>
<td>$\phi$</td>
<td>signed distance function</td>
</tr>
</tbody>
</table>

**Subscripts**

- $l$: liquid
- $lv$: liquid-vapor interface
- $micro$: micro region
- $macro$: macro region
- $sat$: saturation
- $v$: vapor
- $w$: wall
account by adjusting the size of computational domain. In their model, the microlayer evaporation was neglected and the bubble base (contact line on the heating wall) was assumed to keep still.

A more complete numerical simulation of nucleate boiling in three dimensions was performed by Mukherjee and Dhir [16]. They simulated the growing, merging, and departing of two and three bubbles that were initially set very close to each other. Interface was captured also by the Level-Set method and the effect of microlayer evaporation was taken into account by the model developed by Son et al. [4]. Based on these methods, Mukherjee and Kandlikar [17] simulated nucleate boiling of a single bubble with dynamic contact angle.

Aktinol and Dhir [18] carried out a numerical simulation on the thermal response of a solid surface during nucleate boiling of a single bubble. They also used the model of Son et al. [4] for microlayer evaporation.

It is an important feature of nucleate boiling that temperature in both liquid and vapor phases around the interface are varied along the normal to the interface. However, in most of the previous studies, temperature in the vapor phase is assumed constant and not solved during simulations. In addition, most of the numerical studies mentioned above adopted the Level-Set method to capture the interface. It is well-known that the Level-Set (LS) method has the weakness of loss/gain of mass [10]. Therefore, further improvement is needed to cope with such issues. The purposes of this study are to predict heat flux of nucleate boiling and analyze the mechanisms of the heat transfer by direct numerical simulation. In our model, the above-mentioned two problems are taken into consideration. The microlayer evaporation was incorporated using the model developed by Ma et al. [19]. The liquid-vapor interface is captured by VOSET developed by Sun and Tao [10], which possesses advantages and overcomes the disadvantages of both VOF and LS methods. Instead of assuming constant temperature in the vapor phase, a method for interpolating temperature in cells around interfaces is developed and the temperature field in both liquid and vapor phases is solved simultaneously. The simulations are carried out in two-dimensional Cartesian coordinates.

The outline of the article is organized as follows. In section 2, the micro-liquid layer model is first introduced, followed by its numerical solution. Numerical methods for the macro region are illustrated in section 3. Results are presented in section 4 where three examples, including single bubble rising, two bubbles rising and merging, are provided. Finally, some conclusions are made.

2. CONCEPT OF MICROLAYER AND ANALYSIS OF FLOW IN IT

As early as the 1950s it was suggested that growing bubble could trap a thin liquid layer, which could then evaporate and transfer large amounts of energy [5], and was further confirmed by the experiment of Cooper and Lloyd in 1969 [20]. To the authors’ knowledge, it was Son et al. [4] who first incorporated this model into numerical simulation for bubble growing. They indicated that the liquid film thickness varies from the mesh size to the order of molecular size. As such, the computational domain is divided into macro and micro regions. Therefore, the simulation of bubble growing with the microlayer being taken into consideration is actually a multiscale problem [2]. Since for both the microlayer and the rest major part of
the computation domain governing equations based on the continuum assumption are applied, this is the so-called multiscale system problem [2]. As illustrated in Figure 1, the liquid film around a three-phase contact point consists of an absorbed film region (region I), evaporating thin film (region II), and meniscus region (region III) [4]. Because of the adhesion of the solid surface, the liquid in region I does not evaporate even though it is superheated. Therefore, it can be treated as the superheated solid wall in simulation. The film thickness in this region is in order of molecular size. In region II, the film becomes thicker, the adhesion force becomes smaller and liquid can evaporate from the interface, but thickness of this region is still very thin, varying from order of molecular size to several micrometers. Since the thickness of the major part of this layer is much smaller than a cell’s size in the macro region, heat transfer and evaporation in region II should be solved separately. Region III can be treated as part of the macro region, for the film is thick enough.

Based on the above understanding, a detailed mathematical model for predicting heat transfer through the microlayer in two dimensions was developed by Ma et al. [19]. In their model, the flow in the microlayer is assumed to be steady and solved by the Navier-Stocks equation. It was found by Ma et al. that the effect of the advection term is small and can be neglected. Thus, the momentum equation can be simplified as follows:

$$- \frac{\partial p}{\partial x} + \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = 0$$

(1)

The pressure in the micro liquid film is calculated by the following equation.

$$p = p_R - \frac{A}{\delta} - \kappa \sigma$$

(2)

in which $p_R$ is the reference pressure assumed to be constant, $A$ is a constant equal to $10^{-20}$ J, $\delta$ is the film thickness, $\sigma$ is the surface tension coefficient, $\kappa$ is the interface

![Figure 1. Micro region in computational domain.](image-url)
curvature, and it is related to $\delta$ as follows

$$\kappa = \frac{\delta_{xx}}{(1 + \delta_x^2)^{3/2}} \quad (3)$$

where $\delta_x, \delta_{xx}$ are the first order and second order derivatives of $\delta$ with respect to $x$.

The momentum equation is integrated in $y$-direction from 0 to $\delta$ and $u$ is assumed to be parabolic. It can be reduced to the following.

$$- \frac{3A}{\delta^4} \frac{d\delta}{dx} \delta + \frac{d\kappa}{dx} \delta + \frac{d^2(\bar{u}\delta)}{dx^2} = \frac{\partial u^1}{\partial y} \bigg|_{x=0} = \frac{3\mu \bar{u}}{\delta} \quad (4)$$

In which $\bar{u}$ is the average velocity, $\bar{u} = -\int_0^\delta u\,dy$.

The mass flow rate is defined by the following.

$$\bar{m} = \rho_l \bar{\delta} \bar{u} \quad (5)$$

It can be related to evaporation on the interface caused by heat transfer through the liquid film as follows.

$$\frac{dm}{dx} = q' = \frac{\lambda_l(T_w - T_{hv})}{\gamma \delta} \quad (6)$$

where $q'$ denotes local heat flux, it is computed by heat conduction through the liquid film. $T_{hv}$ represents temperature of liquid-vapor interface on the top of the liquid film. It can be determined by using the Clausius-Clapyron equation.

$$T_{hv} = T_v \left(1 + \frac{\Delta p}{\rho_v \gamma}\right) \quad (7)$$

where $\Delta p = \frac{A}{\delta^3} + \kappa \sigma$ and the temperature should be computed in Kelvin degree.

Combining Eqs. (4) and (6), the momentum equation becomes the following.

$$\frac{d}{dx} \left(- \left(\frac{3A}{\delta^4} + \sigma \kappa \right) \delta + \frac{\mu\lambda_l(T_w - T_{hv})}{\rho_l \gamma \delta} \right) = \frac{3\mu \bar{m}}{\rho_l \delta^2} - \sigma \kappa \frac{d\delta}{dx} \quad (8)$$

By defining intermediate variables $F = - \left(\frac{3A}{\delta^4} + \sigma \kappa \right) \delta + \frac{\mu\lambda_l(T_w - T_{hv})}{\rho_l \gamma \delta}$ and $G = \frac{d\delta}{dx}$, the problem can be described by five first-order ordinary differential equations (6) and (9)–(12).

$$\frac{dF}{dx} = \frac{3\mu \bar{m}}{\rho_l \delta^2} - \sigma \kappa G \quad (9)$$

$$\frac{d\bar{u}}{dx} = \frac{\lambda_l(T_w - T_{hv})}{\gamma \rho_l \delta^2} - \frac{\bar{u}}{\delta} G \quad (10)$$
\[
\frac{dG}{dx} = \kappa (1 + G^2)^{3/2} \quad (11)
\]

\[
\frac{d\delta}{dx} = G \quad (12)
\]

In the numerical solution of this problem, the five variables \(m_n, F_n, \bar{u}_n, G_n, \) and \(\delta_n \) at node \(x_n\) can be solved by values at \(x_{n-1}\). The other two variables \(\kappa_n\) and \(T_{lv,n}\) can be solved by combining Eq. (7) and the definition of \(F\). The calculation should be started at the junction of regions I and II \( (x = 0) \) and should be ended at the junction of regions II and III \( (x = x_1) \), where the disjoining pressure \( (A/\delta^3) \) is small enough, i.e., less than 0.01 Pa. For more details about this model, please refer to reference [19].

In numerical simulation for the examples of this study the properties of water at atmosphere are used. The wall temperature superheat is 7 K, so \( T_r = 373.15 \) K and \( T_w = 380.15 \) K. The properties of liquid and vapor phases are listed in Table 1.

Figures 2–4 illustrate the variations of the film thickness, interface temperature, and heat flux, respectively, with \(x\) in the micro region solved by the above model. The disjoining pressure at the right boundary is 0.005 Pa, the corresponding film thickness is 1.71 \(\mu\)m. At left boundary the liquid-vapor interface temperature is equal to wall temperature. Hence, no heat transfer occurs at this point because of zero temperature difference. As the location just departs from this point, the interface temperature decreases rapidly while the film is still very thin. Thus the local heat flux increases significantly and reaches a peak of very high value (about \(7 \times 10^7\) W/m\(^2\)). Then because of the rapid decrease in the interface temperature and the increase in the film thickness with \(x\), the local heat transfer flux decreases dramatically. As the location gets closer to the macro region, the decrease of the local heat flux becomes mild and the local heat flux gradually approaches zero because the local interface temperature is close to the saturated temperature.

For every contact point, the total mass evaporation rate caused by heat transfer through the microlayer can be computed by integrating the heat flux along the domain of the micro region.

\[
M = \frac{1}{\gamma} \int_0^{x_1} q' dx \quad (13)
\]

It will be used in computation of the macro region.

<table>
<thead>
<tr>
<th>Table 1. Properties of liquid and vapor phases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquid</td>
</tr>
<tr>
<td>Density (kg/m(^3))</td>
</tr>
<tr>
<td>Dynamic viscosity (kg/(m \cdot s))</td>
</tr>
<tr>
<td>Thermal conductivity (W/(m \cdot K))</td>
</tr>
<tr>
<td>Thermal capacity (J/(kg \cdot K))</td>
</tr>
<tr>
<td>Latent heat (J/kg)</td>
</tr>
<tr>
<td>Surface tension coefficient (N/m)</td>
</tr>
</tbody>
</table>
The heat flux through the microlayer can be averaged over the wall

\[ q_{\text{micro}} = \frac{N}{L} \int_{0}^{x} q'dx \]  \hspace{1cm} (14)

in which \( N \) denotes the number of three-phase contact points, and \( L \) denotes the wall length in the whole computational domain.

Figure 2. Film thickness in micro region.

Figure 3. Interface temperature variation in micro region.
3. NUMERICAL SOLUTION FOR MACRO REGION

3.1. Governing Equation

The Navier-Stokes equation and continuity equation are solved for both liquid and vapor phases. For the two-phase flow without phase change following equation holds

\[
\rho \left( \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla) \vec{u} \right) = -\nabla p + \nabla \cdot (\mu \nabla \vec{u} + \mu \nabla \vec{u}^T) + \rho \vec{g} - H \rho \beta T (T - T_{sat}) \vec{g} + \sigma \kappa \nabla H
\]

(15)

\[ \nabla \cdot \vec{u} = 0 \]  

(16)

\[
\frac{\partial c}{\partial t} + \vec{u} \cdot \nabla c = 0
\]

(17)

where \( c \) is VOF function with its value varying from 0 to 1. But for the present study in the cells containing liquid-vapor interfaces heat transfer occurs with some liquid being evaporated, some modifications should be added for taking into account of vaporizing. The new governing equation of VOF is presented as follows.

The equations should be derived from the universal continuity equation.

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0
\]

(18)

By the definition of VOF function:

\[ \rho = c \rho_v + (1 - c) \rho_l \]

(19)
Substitute Eqs. (19) into (18), it yields the following equation,

\[
\frac{\partial c}{\partial t} + \nabla \cdot (c \vec{u}) = \frac{\rho_l}{\rho_l - \rho_v} \nabla \cdot \vec{u}
\]  

(20)

The velocity divergence contained in Eq. (20) is caused by volume expansion owing to mass evaporation. It can be computed by the following

\[
\nabla \cdot \vec{u} = (m_{\text{macro}} + m_{\text{micro}}) \left( \frac{1}{\rho_v} - \frac{1}{\rho_l} \right)
\]  

(21)

in which \( m_{\text{micro}} \) and \( m_{\text{macro}} \) represent the mass evaporation rate caused by heat transfer in the micro and macro regions, respectively. \( m_{\text{micro}} \) is computed by the total mass evaporating rate \( M \) (Eq. (13)) solved in microlayer by the assumption that the mass evaporation rate in the microlayer around a three-phase contact point is shared averagely by the whole bubble interface that contains this contact point. \( m_{\text{macro}} \) can be computed along with solving the energy equation, which will be discussed below.

Consider a volume \( V \) fixed in space, \( I \) is the liquid-vapor interface inside \( V \). \( m_{\text{macro}} \) is related to the heat that the interface gains.

\[
\int_V m_{\text{macro}} dV = \frac{1}{\gamma} \int_I \dot{q} dS
\]  

(22)

The interface gains heat from both phases [22].

\[
\dot{q} = \lambda_r \frac{\partial T}{\partial n} \bigg|_v - \lambda_l \frac{\partial T}{\partial n} \bigg|_l
\]  

(23)

in which \( n \) denotes the interface normal pointing from liquid to vapor phase.

In Eq. (23), it can be seen that to obtain the interface heat flux temperature distributions in both liquid and vapor are needed, which can be obtained by solving the energy equation. The energy equation can be written as follows.

\[
\frac{\partial (\rho c_p T)}{\partial t} + \nabla \cdot (\rho c_p \vec{u} T) = \nabla \cdot (\lambda \nabla T)
\]  

(24)

It should be noted, that the above equation is solved in cells occupied by liquid or vapor phase that contains no interface. Since vaporizing occurs only on the interface, no source term should be added in the energy equation for pure liquid and vapor. For the cells that contain interface, the energy equation is not solved and temperature is obtained by interpolating with the condition that \( T = T_{\text{sat}} \) on the interface.

### 3.2. Interface Capture

In the present study, the volume-of-fluid Level-Set (VOSET) method [10] that combines both advantages of VOF and Level-Set is used for interface capturing. In
the VOSET method, VOF function $c$ is solved first, and then signed distance function $\phi$ is solved by VOF function. In this study, $c = 1$ and the negative sign of $\phi$ refer to vapor phase; Youngs-PLIC is used to solve VOF function. The signed distance function is used to compute the smoothed Heaviside function $H(\phi)$.

\[
H(\phi) = \begin{cases} 
0 & \text{for } \phi < -\varepsilon \\
\frac{1}{2} \left( 1 + \frac{\phi}{\varepsilon} - \frac{1}{\pi} \sin \frac{\pi \phi}{\varepsilon} \right) & \text{for } |\phi| \leq \varepsilon \\
1 & \text{for } \phi > \varepsilon 
\end{cases}
\]  

(25)

where $\varepsilon$ denotes the width of transition region for smoothing.

The smoothed density and viscosity in momentum equation are computed by the following.

\[
\rho = \rho_l H(\phi) + \rho_v (1 - H(\phi)) 
\]

(26)

\[
\mu = \mu_l H(\phi) + \mu_v (1 - H(\phi)) 
\]

(27)

For more details about VOSET, please refer to reference [10].

In the following presentation, numerical solutions of the governing equations will be described. Since the solution of energy equation involves much more technical details, for the convenience of presentation the solution methods of the two equations are separately presented.

### 3.3. Numerical Solution of Momentum Equation

The momentum equation is discretized by finite volume method [20, 21] in staggered grid. QUICK [21] is used for the discretization of the advection term and central difference scheme is used for the diffusion term. Surface tension is computed as a source term of momentum equation by CSF model [23]; Interface curvature is computed by height function (HF) method [22]. Contact angle is taken into account also by HF method [24]. In this study, contact angle is assumed to be constant and equal to $45^\circ$. Projection method [22] is used for solving pressure and velocity field.

### 3.4. Numerical Solution of Energy Equation

As mentioned above, the energy equation is solved only for single phase, either liquid or vapor. Cells in the whole computational domain can be divided into two types. The first type contains a piece of interface, where $0 < c < 1$, and the second type contains no interface. It is evident that vaporization occurs only in the cells of the first type. Thus, the temperature in the cells of the second type is solved by Eq. (24). In the discretization of the energy equation, MUSCL [25, 26] is used for the advection term and CD is used for the diffusion term. For cells of the first type, the temperature should be interpolated. Guo et al. developed a method for interpolating temperature in the vapor phase in simulation of film boiling [27, 28]. Here, this method is expanded to interpolate temperature of both liquid and vapor phase around the interface.

Consider cell $(i, j)$ of the first type. It should be known a priori which phase the center of the cell is located in, and this can be determined by the sign of $\phi_{i,j}$. If $\phi_{i,j}$ is
positive, its center is located in liquid phase and $T_{i,j}$ should be interpolated by neighboring cells whose centers are also located in liquid phase, as shown in Figure 5.

The temperature gradient in the liquid side can be estimated by the following.

$$\frac{\partial T}{\partial n} = \nabla T \cdot \hat{n} \approx \frac{T_{i+1,j} - T_{i,j}}{H_x} |n_x| + \frac{T_{i,j-1} - T_{i,j}}{H_y} |n_y|$$  \hspace{1cm} (28)

It also can be estimated by the following.

$$\frac{\partial T}{\partial n} \approx \frac{T_{i,j} - T_{sat}}{D}$$  \hspace{1cm} (29)

in which $D = |\phi_{i,j}|$.

Thus, $T_{i,j}$ can be estimated by: $\frac{T_{i,j} - T_{sat}}{D} = \frac{T_{i+1,j} - T_{i,j}}{H_x} |n_x| + \frac{T_{i,j-1} - T_{i,j}}{H_y} |n_y|$, and it yields,

$$T_{i,j} \approx \frac{A}{B}$$  \hspace{1cm} (30)

in which,

$$A = D \left( \frac{|n_x|}{H_x} T_{i+1,j} + |n_y| \frac{T_{i,j-1}}{H_y} \right) + T_{sat}$$ \hspace{1cm} (31a)

$$B = D \left( \frac{|n_x|}{H_x} + |n_y| \frac{1}{H_y} \right) + 1$$ \hspace{1cm} (31b)

Figure 5. Illustration of temperature interpolation method.
If $\phi_{i,j} < 0$, the center of cell $(i, j)$ is located in the vapor phase; for this case,

$$A = D \left( \frac{|n_x|}{H_x} T_{i-1,j} + \frac{|n_y|}{H_y} T_{i,j+1} \right) + T_{sat}$$  \hspace{1cm} (31c)$$

while other expressions are the same.

In this temperature interpolation process for the cells containing interfaces, the temperature gradient on one side (denoted as $\left( \frac{\partial T}{\partial n} \right)_1$) can be obtained which will be used in Eq. (23). Meanwhile, the temperature gradient on the other side (denoted as $\left( \frac{\partial T}{\partial n} \right)_2$) is also needed. When $(i, j)$ is in the liquid side, the derivative takes subscript $1$ and the other one takes $v$, and vice versa. Actually, for distance function is computed before, the temperature gradient on the other side can be estimated by any of the three neighboring cells (points A–C shown in Figure 6). For better accuracy, a proper cell is chosen according to the interface direction.

$$\left( \frac{\partial T}{\partial n} \right)_2 \approx \begin{cases} 
\frac{T_1 - T_{sat}}{|\phi_1|} & \text{if } 0 \leq 30^\circ \\
\frac{T_2 - T_{sat}}{|\phi_2|} & \text{if } 30^\circ < 0 < 60^\circ \\
\frac{T_c - T_{sat}}{|\phi_c|} & \text{if } 0 \geq 60^\circ
\end{cases}$$ \hspace{1cm} (32)$$

Here, the temperature gradients on both sides of the interface have been determined. Hence, the mass evaporating rate in the macro region can be computed by the following.

$$\int_V \dot{m}_{macro} dV = \frac{1}{\gamma} \int_{\Gamma} \dot{q} dS \approx \frac{1}{\gamma} \left( \lambda_1 \left( \frac{\partial T}{\partial n} \right)_1 + \lambda_2 \left( \frac{\partial T}{\partial n} \right)_2 \right) \Delta l$$ \hspace{1cm} (33)$$

in which, $\Delta l$ is the length of the interface piece inside cell $(i, j)$.

\textbf{Figure 6.} Computing temperature gradient on other side.
Special attention should be paid to the determination of the temperature gradient for those second type cells with neighboring cells whose centers are in the other phase, as shown in Figure 7. For the east interface temperature of cell \((i, j)\) and its temperature gradient, the following equations are suggested based on the fact that the interface between the two cell centers is a better condition for interpolating with closer distance and more accurate temperature \((T = T_{\text{sat}})\).

\[
T_e \approx \frac{0.5hT_{\text{sat}} + (d - 0.5h)T_{i,j}}{d}, \quad \left(\frac{\partial T}{\partial x}\right)_e \approx \frac{T_{i+1,j} - T_{\text{sat}}}{d}
\]  

in which, \(d = \frac{|\phi_{i,j}|}{|\phi_{i,j}| + |\phi_{i+1,j}|} h\), where \(h\) is the grid length step.

4. RESULTS AND DISCUSSION

The active nucleation sites density is an important parameter in nucleate boiling. For including the effect of active sites density, the method proposed in reference [15] is adopted. In this method, the active sites are assumed to be distributed on the wall averagely and the computation domain size can be decided by the given active site density (Figure 8). In our study, the active site density is set to be \(n = 10,000 \text{ m}^{-2}\). Under this condition, an active site occupies a square on the heating wall surface with side length of 1 cm in average. In 2-D simulation, a wall length of 1 cm in \(x\)-direction contains one nucleation site. In the present study, single-bubble model (Figure 9a) is calculated first. For considering more complicated situations, two calculations in other cases are performed. In the one, two bubbles rise at different paces (Figure 9b). In the other case, two active sites are close to each other and the two bubbles born in the two sites merge before departing (Figure 9c). Computational domain can be halved according to symmetry (marked in gray). In all cases, the initial bubble nucleus is placed on the wall by setting the value of VOF function in the cell touching the nucleation site to 0.5; therefore, the size of the bubble nucleus is smaller than a cell. The waiting time referring to the time between departure of a bubble and formation of the following bubble is set to be 5 ms and the initial
The temperature field is assumed as follows.

\[ T = T_{\text{sat}} + (T_w - T_{\text{sat}}) \exp \left( \frac{-y}{1.25 \times 10^{-4}} \right) \] (35)

where \( y \) refers to the distance between cell center and the heating wall.

### 4.1. Single Bubble Rising

Grid independence is tested before computation. Figure 10 displays the interface at \( t = 60 \) ms computed under three different mesh sizes. It shows that the mesh size of \( h = 1/4 \) mm is too large, but little difference can be found between \( h = 1/8 \) mm and \( h = 1/16 \) mm. Therefore, mesh size of \( h = 1/8 \) mm is used for our simulation.

Figure 11 shows the behavior of a bubble in one cycle. An initial bubble nucleus is set on the wall. The bubble grows by evaporation under both effects of surface tension and buoyancy. In the first stage of the bubble’s growth when the bubble volume is small, surface tension dominates and the bubble base expands along the wall for increasing of the bubble volume. As the bubble volume becomes large enough and the buoyancy dominates, the bubble base shrinks until the interface completely separates with the wall, leading to departure of the bubble.

Figure 12 shows liquid-vapor interface, flow field and surplus temperature \( (T_w - T_{\text{sat}}) \) during the process of departure and rising of the first bubble. From the figures following features may be noted. First, both liquid and vapor phases on the
Figure 10. Result of grid independence test.

Figure 11. Interface evolution of single bubble model.
two sides of interface are superheated. It is successfully simulated by the temperature interpolation method presented here, and at least qualitatively better than those results with the assumption of constant vapor temperature. Second, as the bubble departs from the wall (Figure 12b), two vortexes are formed on the rear of the bubble. By effect of the vortexes, superheated liquid flows to the bubble’s rear and the original position is occupied by cold liquid flowing from bulk region. Thus the superheated liquid layer around the wall becomes thinner. Third, as the bubble rises, vortexes grow larger and more hot liquid vicinity to the wall is removed, then a new small bubble occurs (Figure 12c). Fourth, as the bubble rises to a certain height so that the effect of the vortexes to the wall becomes smaller (Figure 12d), fewer hot liquid is removed. At this moment, a mushroom-shaped overheated liquid area is formed in the rear position of the rising bubble. In this process, large amount of heat stored in superheated liquid in the vicinity of the wall is removed. The result agrees with the transient conduction model for nucleate boiling [5].

According to the mechanism of nucleate boiling, the space-average heat flux contains micro portion and macro portion. The micro portion refers to heat

Figure 12. Surplus temperature field and velocity field during bubble departure and rising. (a) $t = 91.5$ ms, (b) $t = 97.5$ ms, (c) $t = 105$ ms, and (d) $t = 132$ ms.
conduction in the micro region and the macro portion refers to heat conduction and advection in the macro layer. Both portions are averaged along the wall.

\[ q = q_{\text{micro}} + q_{\text{macro}} \]  

(36)

In which, \( q_{\text{micro}} \) has been obtained by Eq. (14). The space-average heat flux of macro portion can be computed by temperature gradient on the wall.

\[ q_{\text{macro}} = \frac{1}{L} \int_{0}^{L} \lambda(x) \frac{\partial T}{\partial y} \bigg|_{y=0} \, dx \]  

(37)

The local thermal conductivity is computed by the following.

\[ \lambda(x) = c \lambda_v + (1 - c) \lambda_l \]  

(38)

Unless stated otherwise, heat flux mentioned below refers to the space-average heat flux.

Figure 13 illustrates the heat flux in the macro region computed by Eq. (37). In the single-bubble model, calculation is being carried on until the third bubble departs from the wall. The initial high value of \( q_{\text{macro}} \) is caused by the preset initial temperature field, and it declines as liquid is heated. When the first bubble departs from the wall, as analyzed above, large amount of heat is removed from the wall, so a clear increase of \( q_{\text{macro}} \) occurs (from 0.09 s to 0.1 s). The other two significant increases of \( q_{\text{macro}} \) correspond to the subsequent two bubbles’ departure.

It should be noted that in the period from departure of a first bubble to formation of the second bubble, i.e., the waiting period, the heating surface is covered completely by liquid in macro region, and heat transfer in the micro region disappears,

![Figure 13. Heat flux versus time in macro region of single bubble model.](image)
hence, the total heat flux decreases. Figure 14 shows the total heat flux including heat flux in micro region. The three troughs correspond to the three waiting periods after bubbles’ departure.

Some experimental correlations that include nucleate site density explicitly [29–32] are listed in Table 2. Heat fluxes are computed by these correlations under the same conditions. They are also plotted in Figure 14. As displayed there, the heat flux by simulation is generally among values computed by experimental correlations. Especially, the heat flux by our simulation is very close to Tien and Kocamustafaogullari’s correlation, with an average deviation of 4% and 1.2%, respectively.

### 4.2. Two Bubbles Rising in Different Paces

In the single-bubble model, an implied assumption is made that all bubbles forms at the same time. However, in most instances, bubbles form at different times. As a model closer to actual situation, a two-bubble model is studied in which one

![Figure 14. Heat flux versus time of single bubble model and comparison with experimental correlations.](image)

<table>
<thead>
<tr>
<th>Author</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tien [29]</td>
<td>( q = 61.3 \Pr^{0.33} \Delta T n^{1/2} )</td>
</tr>
<tr>
<td>Hara [30]</td>
<td>( q = (C_1 C_2)^{1/4} (4 \pi C_2 / 3)^{1/2} \rho_i \epsilon_p \Delta T )</td>
</tr>
<tr>
<td>Kurihara and Meyers [31]</td>
<td>( q = 36 \Pr^{0.32} \rho_i \mu n / \mu n \Delta T n^{1/3} )</td>
</tr>
<tr>
<td>Kocamustafaogullari and Ishii [32]</td>
<td>( q = 14 \rho_i \epsilon_p / \rho_i \Delta T n^{1/3} \right)^{0.38} (0.012 (1) / \rho_i \Delta T n^{1/2}) )</td>
</tr>
</tbody>
</table>

\( D_{hF} = 0.0208 \phi \sqrt{\frac{\Delta T}{\rho_i}} \)
bubble’s formation, growth and departure is earlier than the other (shown in Figure 9). The bubble on the left is set with initial radius of 1 mm while only a bubble nucleus is set on the right. In this case, the computation domain should be doubled compared with single-bubble model.

The interface evolution from initial to departure of the two bubbles is illustrated in Figure 15. As the first bubble on the left departs, the right bubble is in growth period. As the right bubble departs, the second bubble on the left has formed and it is growing. In the two nucleation sites, bubbles form and depart alternately. In this

**Figure 15.** Interface evolution of two-bubble model.

![Interface evolution of two-bubble model](image)

**Figure 16.** Heat flux versus time in macro region of two-bubble model.

![Heat flux versus time in macro region of two-bubble model](image)
case, calculation is being carried on until the fourth bubble on the left departs. Therefore, in the simulation period seven bubbles in all have departed.

The average heat flux in the macro region is displayed in Figure 16 along with comparison with single-bubble model. As the same with single-bubble model, a bubble's departure can cause a temporary increase in heat flux, therefore seven peaks can be found in the curve. In general, the bubble size at departure and average heat transfer in macro region change little compared with single-bubble model.

### 4.3. Two Bubbles Merging

In nucleate boiling, nucleate sites are distributed on superheated wall surface randomly and usually unevenly [1]. Therefore, there will be the situation that the

![Figure 17. Interface evolution of two bubbles merger model. (a) 7.5 ms, (b) 28.5 ms, (c) 30 ms, (d) 45 ms, (e) 61.5 ms, (f) 75 ms, (g) 90 ms, (h) 109.5 ms, (i) 118.5 ms, (j) 120 ms, (k) 135 ms, and (l) 141 ms.](image)
distance between two nucleate sites are very close to each other. If the distance is small enough, the two bubbles from the two sites will merge when growing. It can be expected that in this situation, bubbles will act in a much different way. Therefore, the particular case is simulated by changing the positions of nucleation site. The computation domain for this case is displayed in Figure 9c and the two nucleation sites are 2 mm from each other. Other conditions are kept unchanged.

Evolution of liquid-vapor interface is displayed in Figure 17. In this case, behavior of bubbles becomes much more complicated. As the two bubbles born in two nucleation sites grow to enough sizes that they can touch each other, by effect of surface tension, the two small bubbles merge and form a new, larger bubble within short time. In this process, a small liquid drop is entrapped below (Figure 17c). Thereafter, the merged bubble departs from the wall quickly. The bubble that has just departed usually absorbs several newly formed bubble nucleus and grows larger (Figure 17e). In some cases, departed bubble can re-contact with the wall (Figures 17i and 17l). It is also observed that some merged bubbles can merge vertically, with bubbles that has departed previously (Figure 17j). In general, because influenced by the merging process, bubbles depart much more frequently from the wall.

The average heat flux in macro region is illustrated in Figure 18 in dotted line. Because of more frequent bubble departure, more peaks can be found in this curve. Furthermore, heat flux in macro region is increased in contrast with single-bubble model.

**CONCLUSIONS**

1. The processes of bubble growing, departure, rising, and merging in nucleate boiling are simulated successfully by VOSET method. For including the effect of thin liquid layer around three-phase contact point, a multiscale system method is used by dividing the computation domain into micro and macro regions. Heat flux in
the micro region is computed first and the results are provided as input conditions for solving the macro region.

2. For solving the temperature field in nucleate boiling where both phases are superheated, a temperature interpolation method is proposed. By this method, theoretically expected temperature field is obtained for the vapor phase, which is better than, at least qualitatively, those with the popular used assumption that the temperature of vapor phase is constant and equal to the saturated temperature.

3. Some mechanisms for nucleate boiling are verified by our simulation. In the micro-layer, very large value of local heat flux is found. As a bubble departs and rises, superheated liquid is removed away from the wall by vortexes in the rear of the bubble. The heat flux predicted in our simulation agrees well with published experimental correlation.

4. The effect of interaction between the two bubbles is small under the condition used in two-bubble model. But if two bubbles merge in growth period, the heat flux can be increased.
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