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a b s t r a c t

Lattice Boltzmann method (LBM) is employed to investigate pore-scale flow and mass transport in
a carbon paper gas diffusion layer (GDL) of interdigitated PEMFC. The carbon paper GDL is reconstructed
using the stochastic method, and its macroscopic transport properties are numerically predicted. The
predicted anisotropic permeabilities and effective diffusivity of the reconstructed GDL agree well with
existing measurements. Then, effects of the porous structures of the carbon paper GDL are explored in
terms of fluid flow, species transport and electrochemical reaction. The GDL porous structures greatly
affect flow and mass transport, creating distinct specie concentration distribution and local current
density distribution. Besides, simulations are performed to explore liquid water behaviors in the
reconstructed GDL. The simulation results present a detailed description of the pore-scale liquid water
behaviors. Further, simulations are performed to investigate the effects of land width and GDL contact
angle on liquid water removal time and residual saturation. Narrower land reduces liquid water removal
time and residual saturation. Higher contact angle increases the removal time and reduces the residual
saturation.

Crown Copyright � 2011 Published by Elsevier Masson SAS. All rights reserved.

1. Introduction

Proton exchange membrane fuel cell (PEMFC) has been
considered as an alternative power source for various applications
and has caught much attention during the past decades [1], due to
its advantages including high power density, low operation
temperature, high efficiency, low emissions and low noise. To
improve the performance of PEMFC, it is very important to effec-
tively and homogeneously transport the reactant gas into the
catalyst layer (CL) for reaction. Usually, this can be obtained by
appropriately designing the flow field [2]. One of the famous and
efficient flow field design is the interdigitated flow field shown in
Fig. 1, proposed by Nguyen [3]. This kind of flow field creates an
in-plane pressure gradient in the gas diffusion layer (GDL), hence
induces gas flow in the in-plane direction under the land. The
in-plane gas flow positively enhances the mass transport by
transferring themass transport mechanism fromdiffusion to forced
convection within the GDL, hence increases the reactant supply to
the reactive site [4]. Besides, the in-plane gas flow also removes
most of the liquid water accumulated in the GDL, thus significantly
alleviating flooding problem in the cathode. Consequently, the

interdigitated flow field greatly improves the performance of
PEMFC compared to the conventional parallel flow field [5e8].

The performance of PEMFC with interdigitated flow field
(hereinafter referred to as intergiditated PEMFC) has been evalu-
ated under different operating conditions and physical parameters.
The operating conditions such as air flow rate and humidification of
reactants significantly affect the performance of intergiditated
PEMFC [4,6,7,9]. Physical parameters including GDL thickness, land
width and channel/land width ratio also play important roles on
the performance of intergiditated PEMFC. The GDL thickness needs
to be optimized to get optimal performance, because thinner GDL
may reduce gas flow rate while thicker GDL may increase the
diffusion layer thickness [10,11]. Shorter land and higher channel/
land width ratio are desirable for better performance as they can
increase flow rate in the GDL [10e12]. Besides, the performance of
interdigitated PEMFC is also greatly affected by liquid water content
in the GDL. Accordingly, He et al. [13] and Ito et al. [14] estimated
the liquid water content in the GDL by measuring pressure drop
between the inlet and outlet GC.

The microscopic structures and characteristics of GDL also
significantly influence the performance of interdigitated PEMFC.
Generally, the GDL is fabricated by carbon fiber based carbon paper
or carbon cloth. The GDL shows complex structures with hetero-
geneous characteristics. Concretely, these heterogeneous charac-
teristics present as heterogeneous porosity, wettability, effective
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diffusivity and permeability in the GDL. The pore sizes of the GDL
randomly distribute, ranging from a fewmicrons to tens of microns.
The surface wettability within the GDL is usually non-uniform,
because hydrophilic and hydrophobic pores generally coexist
within the GDL, due to possible non-uniform loading of PTFE [15].
In addition, the permeability and effective diffusivity also show
heterogeneous characteristics due to the selective orientations
of carbon fibers [16e19]. These heterogeneous characteristics,
specially the anisotropic permeability, are more concerned in the
GDL of interdigitated PEMFC due to the air flow induced in the
in-plane direction [20]. However, previous work based on macro-
scopic continuummodels [5e7,10e12], while with the advantage of
numerical efficiency, suffers the disadvantage of neglecting the
influence of actual structures and related heterogeneous charac-
teristics of GDL. Due to this neglect, macroscopic continuum
models have to employmany flowempirical relations. The accuracy
of some of these empirical relations applied to GDL materials is
questionable, as they sometimes predicted unreasonable distribu-
tions in GDL [21]. Therefore, these empirical relations still need
further validation.

More fundamental models and simulations considering the
actual structures of GDL are currently required to fully understand
fluid flow and mass transport. Pore-network model and lattice
Boltzmann method (LBM) are useful numerical tools for this
purpose. The pore-network model partly considers the micro-
scopical porous morphology of GDL by modeling the GDL as
a regular cubic network of pores connected by throats. Recently,
several studies adopting this model have been reported to inves-
tigate the distribution of liquid water in GDL [16,21,22] and to
obtain the GDL specific capillary pressure versus saturation corre-
lation [23]. Compared to pore-network model which approxi-
mately describes porous morphology of GDL, LBM can simulate
fluid flow and mass transport based on real structures of GDL [24].
There have been several studies adopting LBM to investigate the
transport processes and structural properties in GDL [22,25e30]. In
a two dimensional (2D) GDL with actual porous structures, Park
et al. [27] simulated the liquid water behaviors and presented
a vivid account of the pore-scale behaviors of a liquid droplet.
Further, simulation is performed in 3D carbon paper GDL recon-
structed by the stochastic method [22,25,28,29]. Mukherjee et al.
[28] investigated the effects of porous structures on liquid water
transport process. Hao and Cheng [29] explored the effect of GDL
wettability on liquid water transport and distribution. Besides, the
anisotropic permeability of the GDL is also numerically predicted
[25,30]. These researches indeed presented a detailed insight into
the pore-scale information of flow and mass transport within
the GDL, although simulations using LBM always require huge
computational resources.

In this paper, we go on further to investigate the pore-scale flow
andmass transport processes in the GDL of interdigitated PEMFC by
employing LBM, based on aforementioned work. We focus on the
effects of local porous structures of GDL on fluid flow, species
transport, local current density distribution, and liquid water
dynamic behaviors. Besides, we investigate the effects of land
width and GDL contact angle on liquid water removal time and
residual saturation. The remaining part of this paper is organized as
follows: LBM models used in this study are briefly introduced in
Section 2. In Section 3, the computational domain is presented
which includes a carbon paper GDL obtained from reconstruction
process. In Section 4, the anisotropic permeability and effective
diffusivity of the porous GDL reconstructed are numerically pre-
dicted and compared with existing measurements. Then, effects of
GDL porous structures on fluid flow, mass transport, local current
density distribution, and pore-scale liquid water behaviors are
investigated. Finally, a conclusion is obtained in Section 5.

2. Brief introduction to LBM

During the last two decades, LBM has been developed as an
alternative and powerful numerical scheme for a variety of fluid
transport phenomena [24]. Unlike conventional CFDmethodswhich
solve discrete forms of the mass, momentum and energy conser-
vation equations based on macroscopic quantities such as velocity
and density, LBM simulates fluid particles on a mesoscopic level
based on Boltzmann equation using a small number of velocities
adapted to a regular grid in space. For completeness, only a brief
introduction of LB models is given in the following paragraphs.

2.1. Fluid flow LB model

The flow LBmodel employed in this study is based on the simple
and popular Bhatnagar-Gross-Krook (BGK) method [31]. DnQb
lattice is adopted where n denotes the dimension and b represents
the number of discrete velocities. The evolution equation for
particle distribution function fi(x,t) is

fiðxþ eiDt; t þ DtÞ � fiðx; tÞ ¼ �1
s

�
fiðx; tÞ � f eqi ðx; tÞ

�
(1)

where Dt is the time increment and s is the collision time related to
the kinematical viscosity. ei is the discrete velocities and is defined
as (for D2Q9 model used in this study).

ei ¼

0 i¼ 0�
cos
�ði�1Þp

2

�
;sin

�ði�1Þp
2

��
i¼ 1;2;3;4

ffiffiffi
2

p �
cos
�ði�5Þp

2
þp

4

�
;sin

�ði�5Þp
2

þp

4

��
i¼ 5;6;7;8

8>>>>><
>>>>>:

(2)

The equilibrium distribution function f eqi ðx;tÞ is given as

f eqi ¼ wir

"
1þ ei$u

ðcsÞ2
þ ðei$uÞ2

2ðcsÞ4
� u$u

2ðcsÞ2
#

(3)

for D2Q9 model, weight factor wi are wi ¼ 4/9, i ¼ 0; wi ¼ 1/9,
i ¼ 1,2,3,4; wi ¼ 1/36, i ¼ 5,6,7,8. cs is the sound speed (cs ¼ c=

ffiffiffi
3

p

where c equals Dx/Dt). The fluid number density r and velocity u
are obtained from the first and second moments of the particle
distribution functions.

r ¼
X
i

fi; (4)

ru ¼
X
i

fiei (5)

The kinematics viscosity in lattice unit is related to the collision
time by

y ¼ c2s ðsy � 0:5ÞDt (6)

2.2. Mass transport LB model

For mass transport with reaction, the evolution equation of the
distribution function is [32]

fiðxþ eiDt; t þ DtÞ � fiðx; tÞ ¼ �1
s

�
fiðx; tÞ � f eqi ðx; tÞ

�
þ S (7)

where S is the source term related to the reaction and will be dis-
cussed in Section 4.3. The equilibrium distribution function f eqi ðx; tÞ
is commonly chosen as [33]
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f eqi;k ¼ Xk
	
Ji þ Kiei$u



: (8)

where Ki is constant and equals 1/2 for two dimension simulation.
Subscript k denotes the kth component and Xk is the mole fraction
of kth component (the ratio between the concentration of k
component and the total concentration). J is the rest fraction and is
obtained from

P
fi ¼

P
f eqi .

For mass transport simulation, the D2Q9 square lattice for 2D
simulation can be reduced to D2Q5 square lattice without loss of
accuracy [33]. Therefore, the discrete velocities are

ei ¼
0 i ¼ 0�
cos
�ði� 1Þp

2

�
; sin

�ði� 1Þp
2

��
i ¼ 1;2;3;4

8<
: (9)

and Ji in Eq. (8) is given by [33]

Ji ¼
J0 ; i ¼ 0

ð1� J0Þ=4 ; i ¼ 1;2;3;4

(
(10)

where the rest fraction J0 can be selected from 0 to 1. Species mole
fraction Xk is obtained by

Xk ¼
X
i

fi;k (11)

The diffusivity in lattice unit is related to the collision time by

D ¼ CQ ð1� J0ÞðsD � 0:5ÞDx
2

Dt
(12)

where CQ is a lattice dependent coefficient and equals 1/2 for 2D
simulation [33].

2.3. Multiphase LB model

In this study, multi-component multiphase model with inter-
particle forces proposed by Shan and Chen (SC model) [34,35] is
employed to investigate the two-phase flow in GDL. The inter-
particle forces are included in the kinetics through a set of poten-
tials. In SC model it is simple to involve these interactions by
replacing u in Eq. (3) with

uk ¼ u0 þ skFk
rk

(13)

where k denotes the kth fluid component. u0 is a common velocity
for all of the phases (liquid water and air in this paper) defined as

u0 ¼
P

k rkuk=skP
k rk=sk

(14)

In Eq. (13), Fk is the total force acting on the kth phasewhichmay
include fluidefluid surface tension force, fluidesolid adhesion and
body forces. The total fluidefluid surface tension force acting on the
particles of the kth component at lattice site x is defined as [36]

Fc;k ¼ �jkðrkðxÞÞ
X
x0

Xs
k

Gkkðx; x0Þjk

�
r
kðx0Þ

�ðx0 � xÞ (15)

The effective density jk(rk) is defined as jk(rk)¼ r0(1� exp(�rk/
r0)). If only the surface tension forces between the nearest and next-
nearest neighboring points are considered, G can be described as

Gkkðx; x0Þ ¼
4g jx� x0j ¼ 1

g jx� x0j ¼
ffiffiffi
2

p

0 jx� x0j ¼ 0

8><
>: (16)

where g controls the strength between fluids. The fluidesolid
interaction force Fa,k is introduced to describe the interaction
between kth fluid and solid walls [36]

Fa;k ¼ �jkðrkðxÞÞ
X
x0

Wðx; x0Þsðx0Þðx0 � xÞ (17)

Wðx; x0Þ ¼
4w jx� x0j ¼ 1

w jx� x0j ¼
ffiffiffi
2

p

0 jx� x0j ¼ 0

8><
>: (18)

where s is an indicator function and equals 0 and 1 for pore and
solid, respectively. The coefficient w, which controls the strength
between fluid and wall, is positive for non-wetting fluid and
negative for wetting fluid. Different wettability can be obtained by
adjusting w.

After involving inter-particle forces in Eq. (13), the relationship
between pressure and density becomes [35]

p ¼ rc2s þ
3
2

X
gkk jkjk (19)

This can be considered as the equation of state (EOS) of a non-ideal
fluid, which makes the separation of liquid phase and gas phase
possible.

3. Computational domain

The blue dashed rectangle in Fig. 1(b) schematically shows the
computational domain in this study, which consists of a half of inlet
channel, a half of outlet channel, a land, a GDL and a CL. The CL is

Fig. 1. Schematic of the cathode of PEMFC with interdigitated flow field: (a) top view,
(b) side view.
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simply treated as an ultra-thin interface on the bottom surface of
the GDL. A GDL with complex porous structure obtained from 3D
structure reconstruction process is used instead of a homogenous
GDL.

The 3D reconstruction of GDL is based on the statistical infor-
mation of carbon paper GDL. Fig. 2(a) shows a SEM image of
a carbon paper GDL. The carbon paper GDL consists of randomly
distributed carbon fibers in the in-plane direction, leading to
different in-plane and through-plane properties. Following
assumptions are made in the 3D reconstructed process for simpli-
fication based on the observation of Fig. 2(a): the carbon fibers are
straight with fixed diameter, no fiber is orientated for the through-
plane direction and intersecting carbon fibers are randomly

distributed in the in-plane direction. Then, the reconstruction
procedure is implemented by piling up several carbon fiber layers.
Each of the carbon fiber layers can be generated by locating fibers
with random positions and angles until the prescribed porosity in
this layer is satisfied. Fig. 2(b) shows a 3D GDL generated from the
reconstructionwith fiber diameter of 7 mm, porosity of 0.7 and total
layer number of 24, where x or z is the through-plane direction and
y is the in-plane direction.

A cross-section of the 3D reconstructed GDL is selected and
serves as the 2D porous GDL in the computational domain, as
shown in Fig. 3. The porosity of the cross-section is 0.87. Table 1 lists
dimensions of the computational domain in Fig. 3. The computa-
tional domain is meshed by 2000 � 240 grids which are proved to
be proper after grid-dependency tests with three sets of meshes of
1500 � 180, 2000 � 240 and 2400 � 288.

4. Results and discussion

In the LBM model, the simulation variables are in the lattice
units instead of physical units. To connect the lattice space to
physical space, length scale l0, time scale t0 and density scale r0 are
chosen in this study. Accordingly, the physical variables such as
velocity up, pressure pp, permeability kp, viscosity yp and diffusivity
Dp can be calculated from the quantities in lattice system (sub-
scripted by L) as follows

uP ¼ uL
l0
t0
;pP ¼ pLr0

�
l0
t0

�2

;kP ¼ kLl
2
0;DP ¼ DL

l20
t0
;yP ¼ yL

l20
t0

(20)

In this study, the scale parameters are chosen as l0 ¼ 1.0 � 10�6 m,
t0 ¼ 1.33 � 10�8 s and r0 ¼ 1.0 kg m�3.

Fig. 2. Microstructures of the carbon paper GDL. (a) SEM image of a carbon paper GDL,
(b) 3D structure of the reconstructed GDL.

Fig. 3. Computational domain including the reconstructed porous GDL.

Table 1
Physical parameters.

Quantity Value

Dimensions of the computational domain
Width of the inlet/outlet channel, L1 1000 mm
Width of the land, W 1000 mm
Height of the GDL, H 200 mm
Operating conditions
Pressure of the operation condition, P 5.0 � 101 325 Pa
Temperature of the operation condition, T 353 K
Universal gas constant, R 8.314 J mol�1 K�1

Faraday’s constant, F 96 487 C mol�1

Air inlet velocity, u 1.5 m s�1

Inlet mole fraction rate of oxygen, XO,in 0.21
Inlet mole fraction rate of nitrogen, XN,in 0.79
Inlet mole fraction rate of water vapor, Xw,in 0.0
Open circuit potential, Voc 1.1 V [5]
Reference oxygen concentration, CO,ref 1.2 mol m�3 [41]
Diffusivity of oxygen in air, DO 2.84 � 10�5 m2 s�1 [16]
Diffusivity of water vapor in air, DH 3.55 � 10�5 m2 s�1 [16]
Cathode transfer coefficient, a 1.0 [8]
ORR reduction order, gc 1 [9]
Cathode exchange current density

multiply specific area, Av jref

110 A m�3 [8]
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In the following sections, the permeability and effective diffu-
sivity of the porous carbon paper GDL are numerically evaluated
and compared with the experimental results. Then single-phase
simulations using the flow LB model and mass transport LB
model are performed to predict gas flow, concentration distribution
and local current density distribution in the GDL in Section 4.3.
Finally, two-phase LB model is applied to simulate pore-scale
behaviors of liquid water in the GDL in Section 4.4.

4.1. Permeability of the porous GDL

The permeability is one of the most important macroscopic
effective transport properties of the porous GDL, which is inho-
mogeneous due to the fiber orientation. Usually, the in-plane
permeability is higher than the through-plane permeability [18].
To evaluate the permeability of the 2D porous GDL generated in
Section 3, air flow simulation is performed for the in-plane direc-
tion (x direction) and through-plane direction (y direction) using
flow LB model introduced in Section 2.1, respectively. For in-plane
flow, pressure boundaries are specified at the inlet and outlet,
respectively (left and right boundaries of GDL in Fig. 3), and solid
boundaries are specified on the rest surfaces (top and bottom
boundaries of GDL in Fig. 3). For the through-plane flow, pressure
boundaries are specified on the inlet and outlet, respectively (top
and bottom boundaries of GDL in Fig. 3), keeping the rest surfaces
as solid boundaries (left and right boundaries of GDL in Fig. 3). The
solid obstacles in the domain are impermeable objects with no slip
boundary condition on their surfaces. To reduce the influence of the
solid obstacles on the inlet and outlet boundaries, fiftymore lattices
are added on the inlet/outlet boundary as buffer zones. The
permeability of the porous GDL can be calculated according to the
Darcy’ law

K ¼ �mhui
Vhpi (21)

where hui and hpi are the superficial velocity and average pressure
in the porous GDL respectively.

Fig. 4 shows the permeability of the present 2D porous GDL
under different pressure gradients. It is clearly shown that the GDL
has higher in-plane permeability than through-plane permeability.
This is because more fibers are oriented to the x direction (shown in
Fig. 3). The in-plane and through-plane permeability of Tory
090 with porosity 0.80 measured by Gostick et al. [18] are
8.99 � 10�12 m2 and 2 � 10�11 m2, respectively. The simulated
results in this study are 5.8� 10�11 m2 for the in-plane permeability

and 2.96 � 10�11 m2 for the through-plane, which are somewhat
greater than the experimental results, partially due to the relatively
large porosity (0.87) of the present porous GDL.

4.2. Effective diffusivity of the porous GDL

The effective diffusivity is another important macroscopic
effective transport property of the porous GDL [16]. Unfortunately,
there have been few researches tomeasure the anisotropic effective
diffusivity of the porous GDL [19]. In this study, gas diffusion
simulation is performed to evaluate the effective diffusivity of the
present 2D porous GDL using mass transport LB model introduced
in Section 2.2. Concentration fractions are specified on the inlet and
outlet, keeping the rest two surfaces as no flux boundaries. The
solid obstacles in the domain are impermeable objects with no flux
boundary conditions on their surfaces. Similar to the simulation in
Section 4.1, fifty more lattices are added on the inlet/outlet
boundary as buffer zones. The effective diffusivity of the porous
GDL can be calculated by

Deff ; x ¼
D

0
@ZH

o

vX
vx

dy

1
A,H

ðXin �XoutÞ=L ; Deff ; y ¼
D

0
@ZL

o

vX
vy

dx

1
A,L

ðXin �XoutÞ=H (22)

for in-plane direction and through-plane direction, respectively. D
is the binary diffusivity. H and L are the height and length of the
present porous GDL, respectively. Xin is the inlet concentration
fraction and Xout is the outlet concentration fraction.

Nam and Kaviany [16] proposed the following correlation to
calculate the effective diffusivity of the GDL

Deff ¼ D 3

�
3� 3p

1� 3

�a

(23)

where a ¼ 0.521 for the in-plane direction, a ¼ 0.785 for the
through-plane direction, and 3p ¼ 0.11. Deff/D calculated by Eq. (23)
for porosity 0.87 is 0.758 and 0.707 for the in-plane direction and
through-plane direction, respectively. The simulated Deff/D for the
in-plane direction and through-plane direction are 0.771 and 0.713,
respectively, which are in good agreement with the values calcu-
lated by Eq. (23).

4.3. Single-phase simulation

4.3.1. Model development
Whether water generated in PEMFC is in vapor phase or liquid

phase depends on the local water saturation pressure. Water vapor
will condense to liquid water if the water vapor pressure exceeds
the saturation pressure. In the simulation of this section, water is
assumed to be in vapor phase only because the inlet humidity of the
reactant gases is specified as zero. Under this dry condition, the
water vapor pressure is low and the condensation rarely occurs.

Besides the above assumption, the following assumptions are
also made during the simulation: the operation condition is
considered as isothermal and steady state; all the physical prop-
erties of the species are constant; the gas mixtures are assumed to
be ideal gas mixtures; the CL is assumed to be ultra-thin and is
treated as a reactive interface on the bottom surface of GDL.

To the best of our knowledge, there has been no literature
considering the electrochemical reactions when employing LBM to
investigate mass transport in PEMFC. In this study, the electro-
chemical reaction is taken into account in the LB simulation, which
is implicitly represented by source term S in Eq. (7). S is zero in the
whole computational domain except the CL, since electrochemicalFig. 4. Numerically predicted permeability of the reconstructed GDL.
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reaction only takes place in CL. In CL, oxygen reduction reaction
(ORR) occurs and the source term in physical unit is [8]

Sp ¼ j
nF

(24)

where n is the electron number and equals 4 and 2 for oxygen and
water vapor, respectively. F is the Faraday’s constant. j is the
transfer current density calculated by Tafel equation, which relates
the local current density to the local oxygen concentration and
over-potential h

j ¼ AvjRef

 
CO

CO;Ref

!rc

exp
�
�aF
RT

h

�
(25)

where CO is the oxygen concentration, a is the cathode transfer
coefficient, R is the universal gas constant, Av is the specific reaction
surface area per volume of the CL, CO,Ref is the reference oxygen
concentration, and gc is the ORR reaction order.

Thus, source term SL in lattice units is calculated by [32]

SL ¼ Sp
t0

5Ctotal
(26)

where Ctotal is the total concentration of water vapor and oxygen.
Now attention is turned to the boundary conditions. As shown

in Fig. 3, velocity and species concentration fraction are given at
the inlet and fully-developed boundary condition is adopted at the
outlet. Symmetry boundary conditions are used at the left and
right boundaries. No slip and no flux boundary conditions are
employed on the surface of carbon fibers and land for fluid flow
and mass transport, respectively. On the bottom surface, no slip
boundary condition is applied for fluid flow; different over-
potential values are specified for mass transport, creating
different S in Eq. (7) according to Eqs. (24)e(26) and thus resulting
in different mass transport flux on the bottom surface. In LBM, the
above given velocity condition is achieved by velocity boundary
condition [37]; and no slip boundary condition and no flux
boundary condition are obtained by using the bounce-back
boundary condition [38].

The main steps for performing the simulation are as follows: (1)
transforming the physical computational domain into digital text in
which the void space is zero and the solid phase is unit; (2)
translating variables in physical units to lattice units; (3) simulating
the flow field using fluid flow LB model; (4) simulating the oxygen
transport and water vapor transport in the flow field using mass
transport LB model; (5) transforming variables in lattice units to
physical units after simulation convergence is obtained.

In the simulation, if the relative error between successive 200
iterated steps is less than 1 � 10�6, the simulation convergence is
obtained.

4.3.2. Validation
A convective-diffusive-reaction problem is employed to validate

the model developed in Section 4.3.1, schematically shown in
Fig. 5(a). Concentration fraction at y ¼ 0 and H are kept at constant,
Xin ¼ 1 and Xout ¼ 0. A constant normal flow with velocity v is
injected into the domain from y ¼ 0 and is removed from y ¼ H.
Reaction takes place in the whole computational domain. The
macroscopic governing equation for concentration fraction of this
problem is:

v
dX
dy

¼ D
d2X
dy2

� kX (27)

where k is the reaction rate. Based on the theory of differential
equation, the analytical solution of Eq. (27) is

X ¼ A1expðB1yÞ þ A2expðB2yÞ (28a)

where

B1 ¼
 
v

D
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� v
D

�2
þ4k
D

r !,
2;B2 ¼

 
v

D
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� v
D

�2
þ4k
D

r !,
2;

A1 ¼ Xout � XinexpðB2HÞ
expðB1Þ � expðB2HÞ

;A2 ¼ Xin � A1 (28b)

In the simulation,D¼ 2.845�10�5m2 s�1, v¼ 2.845�10�2m s�1,
H ¼ 3 � 10�4 m. J0 in Eq. (10) is 0.2. The mesh of the computational
domain is 301 � 301. Fig. 5(b) compares the simulation results with
the analytical solutions under different reaction rates. It can be seen
that the simulation results agree well with the analytical solutions.
The maximum deviation is less than 0.02%, indicating that the model
developed can predict proper physical behaviors. Thus, we go on
further to simulate the fluid flow and mass transport in the compu-
tational domain shown in Fig. 3. The simulation results presented
below are obtained with the physical parameters and base conditions
listed in Table 1.

4.3.3. Velocity vector and mole fraction distribution
Fig. 6 shows the velocity vector distribution of the gas mixtures.

It can be seen that gas flows from the inlet channel to the outlet
channel through the void space between the carbon fibers, pre-
senting complex flow patterns due to the complicated structures of
the GDL. The apparent in-plane flow improves the supply of reac-
tants to reactive site under the land.

Fig. 5. Convectionediffusion-reaction problem between two parallel plates. (a) Sche-
matic of the problem, (b) comparison between analytical solution and LBM simulation
results.
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Fig. 7 shows oxygen mole fraction distributions under different
over-potentials specified at the bottom surface. The specified over-
potential is 0.3 V, 0.4 V and 0.6 V, respectively. From the inlet GC to
the outlet GC, oxygen mole fraction gradually decreases due to the
oxygen consumption on the bottom surface. At the outlet, the mole
fraction decreases as the specified over-potential increases because
more oxygen is consumed under higher over-potential condition. In
the right-down corner, the minimal oxygen concentration appears,
due to the thickest diffusion layer and smallest velocity in this region
[6]. Within the GDL, the oxygen mole fraction profiles are very flex-
uous and are significantly affected by the porous structures of GDL.

Fig. 8 shows water vapor mole fraction distributions under
different over-potentials specified at the bottom surface. The
specified over-potential is 0.3 V, 0.4 V and 0.6 V, respectively. From
the inlet GC to the outlet GC, the water vapor mole fraction grad-
ually increases due to continual generation of water vapor on the
bottom surface. At the outlet, water vapor concentration fraction
increases as over-potential increases due to more generation of
water vapor under higher over-potential. Similar to the oxygen
mole fraction profile, the water vapor mole fraction profiles are also
flexuous due to the porous structures of GDL. An interesting

phenomenon in Fig. 8 is that maximumwater vapor concentration
is located in the right-down corner in Fig. 8(a) and (b) (low and
moderate over-potentials) while it moves to the center of the
bottom surface in Fig. 8(c) (high over-potential). This is because
oxygen almost exhausts in the upstream under high over-potential
condition, resulting in oxygen starvation in the right-down corner.
The oxygen starvation is further exacerbated due to the extremely
low local effective diffusivity in the right-down corner (due to the
long carbon fiber as shown in Fig. 8(c)). Thus, hardly any water
vapor generates in the right-down corner, and water vapor there is
mainly diffused from the upstream. This change of the location of
maximumvapor concentration is rarely reported in literature based
on macroscopic simulations, since uniform diffusivity of GDL is
adopted in these simulations which ignore the influence of actual
structural morphology of the GDL [5e7]. Clearly, the change of the
location of maximum vapor concentration further indicates the
important effects of the porous structures.

4.3.4. Local current density distribution
Fig. 9 shows local current density distributions on the bottom

surface as a function of x/L, where L is the total length of land and

Fig. 6. Velocity distribution in the computational domain.

Fig. 7. Oxygen mole fraction distribution under different over-potentials: (a) 0.3 V, (b) 0.4 V, (c) 0.6 V.
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channel. In Fig. 9, all the curves suffer a sudden drop around x ¼ L1
because there exists a long cross carbon fiber, as marked in Fig. 7(c).
This cross carbon fiber seriously impedes the mass transport in the
through-plane direction, resulting in less oxygen available for
electrochemical reaction on the bottom surface near x ¼ L1.

The simulation results of Kazim et al. [5] and He et al. [11] are also
presented in Fig. 9 for comparison. GDL thickness is 2� 10�4 m in [5],
which is the same with the present study. GDL thickness from
2� 10�4 m to 1�10�3 m is considered in [11], and only the results of
GDL thickness 6 � 10�4 m are presented in Fig. 9. As shown in Fig. 9,

the magnitude of the current density predicted by the present
simulation is comparable to that in [5] on the whole, but is greater
than that in [11]. This is because CL is treated as an ultra-thin interface
in the present study and in [5]. This simplified CL may lead to rela-
tively high oxygen concentration available for reaction and thus high
local current density is predicted, because oxygen concentration will
greatly reduce in the confined void space of a real CL.

In Fig. 9, the distribution characteristic of the current density
predicted by the present study differs from that in [5], although
GDL thickness in this study is the same with that in Ref. [5]. The
maximum current density reported in literature usually appears at
x¼ L1 (inlet GC/land interface) for GDL thickness around 2�10�4 m
[5,11]. However, it appears at x ¼ 0 in this study, which agrees with
the results of the case with a thicker GDL (6 � 10�4 m) in [11]. This
discrepancy is also caused by the long carbon fiber marked in
Fig. 7(c). This long transverse fiber plays the similar effect as a thick
GDL does, which creates local thick diffusion layer because most of
the air takes the shortest route through the GDL [11].

Clearly, the distinct distribution of the local current density
predicted by present LBM simulation again proves the great effects
of local porous structures of GDL.

4.4. Two-phase flow simulation

In this section, pore-scale behaviors of liquid water in the GDL of
interdigitated PEMFC are investigated using the SC model intro-
duced in Section 2.3. Before implementing the two-phase simula-
tions, it is necessary to calibrate g controlling the fluidefluid
interaction andw controlling fluidesolid interaction in SCmodel. In
this regard, two numerical experiments are conducted: bubble test
to evaluate g and static droplet contact angle test to determine w.

Fig. 8. Water vapor mole fraction distribution under different over-potentials: (a) 0.3 V, (b) 0.4 V, (c) 0.6 V.

Fig. 9. Local current density distribution under different over-potentials.
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4.4.1. Bubble test
The bubble test consists of a circular bubble with radius of 20

lattices initially located at the center of a 100 � 100 lattices system.
Based on the work by Huang et al [39], in the bubble initial
densities are set as r1 ¼ 2 and r2 ¼ 1 �10�5, and outside the bubble
initial densities are set as r1 ¼ 1 � 10�5 and r2 ¼ 2, where r1 is the
density of gas and r2 is the density of liquid. Periodic boundary
conditions are applied on the four boundaries.

Fig. 10 shows the difference between the maximum and
minimum density of the gas as a function of g. In the SC model,
different phases separate with each other only if the absolute value
of g exceeds a critical value 2/(9r0), where r0¼ r1þ r2 [39]. It can be
seen that in Fig. 10 that the critical value is about 0.22, which is in
good agreement with the theoretical value 0.222. When g < 0.22,
the density difference is zero indicating different phases mix with
each other. When g > 0.22, the density difference becomes
increasing larger, implying different phases start to separate and
the bubble becomes increasingly pure. Overlarge g leads to density
difference greater than 2.0 as shown in Fig.10. Thus, g is set as 0.5 in
the following simulation.

The pressure difference across the liquid/gas interface is related
to the radius R of the bubble by Laplace’s Law

pi � po ¼ s=R (29)

where pi and po are the pressures inside and outside the bubble,
respectively. s is the surface tension force. Fig. 11 shows the pres-
sure difference Dp as a function of 1/R, where the inserted image
shows a bubble with radius 20 (lattice unit) obtained from the
simulations. pi and po are calculated 8 lattices away from the bubble
surface, shown by the dashed circles in the inserted image. It can be
seen that the pressure difference is proportional to 1/R, showing
a good agreement with Laplace’s Law.

4.4.2. Static contact angle test
Contact angle is usually considered as a measure of the solid

surface wettability. A surface is wetting or hydrophilic if the contact
angle q< 90�, and liquid tends to spread as film on the solid surface.
On the contrary, the surface is non-wetting or hydrophobic if
q> 90�, and liquid tends to form a droplet on the solid surface. A set
of initially semicircular static droplets on a horizontal solid surface
are simulated to predict different contact angles, with w changing
from�0.2 to 0.2. Initial densities are set as r1 ¼1 �10�5 and r2 ¼ 2

inside the droplet, and r1 ¼ 2 and r2 ¼ 1�10�5 outside the droplet.
Periodic boundary conditions are applied on the left and right
boundaries. No slip boundary conditions are used on the bottom
and top boundaries. The droplet radius is calculated by the method
proposed in Ref. [40].

Fig. 12 presents the relationship between w and the predicted
contact angles, where the insert image shows droplets with
different contact angles. Previous literature reported that the
contact angle is a linear function of w [39]. The simulation results
show this characteristic in the range of w from �0.1 to 0.2. In the
following simulation, different contact angle of the GDL can be
obtained by choosing the corresponding w according to Fig. 12.

4.4.3. Liquid water pore-scale behaviors
Now we focus on the simulations of pore-scale behaviors of

liquid water. A liquid droplet is initially placed in the middle of the
GDL, as shown in Fig. 13(1), which is subjected to the air flow from
the inlet GC and moves towards to the outlet GC. In the figure, blue
is liquid water, white denotes void space and black represents
carbon fiber. Initially, liquid density is 2.0 inside the droplet and
1 � 10�5 outside the droplet, and air density is 1 � 10�5 inside the
droplet and 2.0 outside the droplet. Such setting of equal density of

Fig. 10. Difference between the maximum and minimum density of gas as the function
of fluidefluid interaction strength g.

Fig. 11. Pressure difference inside and outside the droplet as a function of the recip-
rocal of droplet radius 1/R.

Fig. 12. Contact angles of droplets on the solid surface as a function of fluidesolid
interaction w.
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liquid and gas is also employed in Refs. [27,28]. Gas flow velocity is
set as 0.05 (lattice unit) at the inlet. Fully developed boundary
condition is adopted at the outlet. Symmetry boundary condition is
applied on the left and right boundaries. No slip boundary condi-
tion is employed on the carbon fiber surfaces, the rib surfaces and
the bottom surface. The contact angle of the GDL is 110�.

Fig. 13 displays the time evolution of pore-scale behaviors of the
liquid water. At the beginning, liquid water is located under the
land as shown in Fig. 13(1). The liquid water starts tomigrate due to
air flow from the inlet GC, as shown in Fig. 13(2); and it preferen-
tially passes through the largest pores due to the smallest resis-
tance there. In Fig. 13(3) and (4), a fraction of the liquid water (in
Circle 1) is trapped in a dead-end pore, and the bulk of the liquid
water keeps advancing. The bulk reaches the state shown in
Fig. 13(5) after a long time of creeping, with several residues left
behind. These residues either are trapped by the dead-ended pores
(in Circle 1) or draggled behind the bulk due to their relatively
lower velocity (in Circles 2e5). Meanwhile, the bulk keeps moving
in a more expediting pathway where air velocity is high, and rea-
ches the outlet GC in less than 1000 time steps, shown in
Fig. 13(5e6). In the outlet GC, the bulk is severely torn into several
strips and is deflected towards the land under the influence of gas
flow as shown in Fig. 13(6). Finally, the bulk is flushed out of the
computational domain in Fig. 13(7). Subsequently, residues not
trapped are also flushed out of the GDL, shown in Fig. 13(8).
Eventually, merely few parts of the GDL are occupied by the liquid
water and the flooding problem is significantly alleviated.

Liquid water transport mechanism is capillary fingering in the
GDL of PEMFC with parallel flow field where capillary force
dominates liquid water transport [22,28]. However, shear force
plays an important role on the liquid water behaviors in GDL of
interditigated PEMFC, since the gas velocity in the GDL is consid-
erably higher than that in the GDL of parallel PEMFC. The situation
of capillary dominated period and shear force dominated period
coexists in the present simulation. In Fig. 13(1e5), gas velocity is
very small in regions with low local porosity, thus liquid water
behaviors show the characteristics of capillary fingering. The liquid
water behaviors present following characteristics: first, local pore
structures dramatically affect liquid water transport and the liquid
water preferentially passes through largest pores; second, liquid
water behaviors can be described as slow sleeping. In Fig. 13(6e8),
liquid water reaches regions with high air flow, and it is accelerated
by the fast gas flow and is rapidly expelled out of the GDL. Under
this circumstance it seems that liquid water behaviors are domi-
nated by the shear force.

4.4.4. Effects of land width on liquid removal
There have been several studies regarding the influence of flow

field designs on cell performance [10e12]. In this study, emphasis is
placed on the effects of landwidth on the liquidwater removal time
and liquid water residual saturation. The liquid water saturation in
the GDL is defined as the ratio of pore volume occupied by liquid
water to the total pore volume. Initial and boundary conditions are
the same as that in Section 4.4.3.

Fig. 13. Pore-scale behaviors of liquid water inside a GDL of interdigitated PEMFC. (black: carbon fibers or land; white: void space; blue: liquid water). 1: t ¼ 100 dt (lattice units),
2: t ¼ 3000 dt, 3: t ¼ 10,000 dt, 4: t ¼ 28,000 dt, 5: t ¼ 51,000 dt, 6: t ¼ 52,000 dt, 7: t ¼ 54,000 dt, 8: t ¼ 69,000 dt.
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Fig. 14 presents the time evolution of liquid water saturation in
the GDL with different land widths. In all the simulations, the total
width of the land and channel is kept at 2 � 10�3 m; and the inlet
GC and outlet GC have the same widths. In Fig. 14, liquid water
saturation keeps approximately constant in the initial stage
because liquid water still transports inside the GDL. Then the water
saturation undergoes a sudden drop, indicating that the bulk of
liquid water is already being removed out of the GDL. After the
sudden drop, the liquid water saturation maintains constant in the
GDL. The final constant liquid water saturation is called residual
saturation; and the time required to achieve the residual saturation
is called removal time.

In Fig. 14, the removal time decreases as the land width
decreases. This is because a narrow land creates faster gas flow
within the GDL. A narrow land also means shorter distance
between the initial location of liquid water and the GDL outlet. In
addition, the residual saturation also reduces as the land width
decreases because faster air flow under narrower rib can flush
liquid water out of the GDL more efficiently. It is recognized that
excessive liquid water in the GDL hinders reactant transport,
impedes cold start operation and reduces durability of PEMFC.
Therefore, a narrower land is favorable for PEMFC operation and
durability. However, the land should not be too narrow because it
also serves as pathways for the electron. Commonly, a moderate
channel/land width ratio of unit is suggested in literature; and land
width of 1 � 10�3 m in the present simulation is just the case. For
this case, the residual saturation is only about 0.05, much lower
than the initial given water saturation 0.18, indicating that the
interdigitated flow fields can effectively alleviate the flooding
inside the GDL.

4.4.5. Effects of GDL contact angle
In this section, effects of GDL contact angle on liquid water

removal time and residual saturation are investigated. The contact
angle varies from 100� to 130� with an increase of 10�. Initial and
boundary conditions are the same as that in Section 4.4.3.

Fig. 15 presents the time evolution of liquid water saturation
inside the GDL with different contact angles. To better understand
the effects of the contact angle, two time parameters t1 and t2 are
defined. t1 is the time required for the bulk of liquid water arriving
at the GDL outlet (the time of the initially constant saturation
period in Fig. 15) and t2 is the time required for bulk of liquid water
passing through the GDL outlet (the time of the sudden drop

period). Based on the discussion in Section 4.4.3, it can be
concluded that t1 represents the time of capillary dominated period
and t2 is the time of shear force dominated period.

In Fig. 15, t1 increases as the contact angle increases, because
higher contact angle creates higher resistance against liquid water
advancing during capillary force dominated period. On the
contrary, t2 decreases as the contact angle increases, because higher
contact angle leads to smaller adhesion between liquid water and
the solid surface during the shear force dominated period. This
agrees with the simulation results obtained by Li et al. using
volume of fluid (VOF) method [20]. Therefore, it can be concluded
that a higher contact angle impedes liquid water advancing during
capillary force dominated period and facilitates liquid water
transport during shear force dominated period.

Obviously, liquid water removal time (t1þ t2) is mainly occupied
by t1 because capillary fingering process is extremely slow. Thus,
the removal time increases as contact angle increases, as shown in
Fig. 15. For contact angle as 130�, the resistance in the capillary
dominated period is so high that liquid water has not arrived at the
GDL outlet even after 200,000 dt. It also can be seen in Fig. 15 that
higher contact angle leads to lower residual saturation because
higher contact angle retains less liquid water during the shear force
dominated period. However, the residual saturation increases as
the contact angle increases in the VOFmodeling of Li et al. [20]. This
discrepancy may be due to different porous structures of GDL
adopted.

5. Conclusion

In this paper, LBM is employed to investigate pore-scale fluid
flow and mass transport in the GDL of interdigitated PEMFC.
A porous GDL obtained from the structure reconstruction process is
adopted in the simulation instead of a homogeneous GDL commonly
used in conventional macroscopic continuummodels. The results of
the present pore-scale simulations show great effects of GDL pore
structures on fluid flow, mass transport, local current density
distribution and liquid water behaviors. The main conclusions can
be derived as follows:

1. The porous structure of GDL is inhomogeneous and the
in-plane permeability (effective diffusivity) is higher than the
through-plane permeability (effective diffusivity).

Fig. 14. Time evolution of liquid water saturation inside the GDL with different land
widths.

Fig. 15. Time evolution of liquid water saturation inside the GDL with different GDL
contact angles.
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2. Pore structures of GDL greatly affect flow field, species
concentration distribution and local current density distribu-
tion. Compared to homogeneous GDL structures used in
conventional macroscopic continuum models, the complex
porous structures of GDL in this study lead to the change of
location of maximum water vapor concentration, create
sudden drop of local current density and result in distinct
distribution characteristics of local current density.

3. Pore-scale behaviors of liquid water within the GDL of inter-
digitated PEMFC can be classified as slow creeping in regions
with slow air flow (capillary force dominated) and quick
moving in regions with fast air flow (shear force dominated).

4. Narrower land can reduce the liquid water removal time and
liquid water residual saturation in the GDL.

5. Higher contact angle impedes liquid water advancing during
capillary force dominated period and facilitates liquid water
transport during shear force dominated period. On the whole,
higher contact angle increases the removal time and reduces
the residual saturation.
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Nomenclature

Av specific reaction surface area per volume of the CL (m�1)
cs speed of sound in LBM
CO oxygen concentration (mol m�3)
CO,ref reference oxygen concentration (mol m�3)
CQ lattice dependent coefficient in Eq. (12)
Ctotal total concentration of oxygen and water vapor (mol m�3)
D diffusivity (m2 s�1)
ei discrete velocity in LBM
fi particle distribution function in the ith direction
f eqi equilibrium particle distribution function
F Faraday’s constant (C mol�1)
Fa,k fluidesolid interaction force in SC model
Fc,k fluidefluid surface tension acting on kth component in SC

model
Fk forces acting on kth component
g parameter control strength between different component

in SC model
Gkk Green function in SC model
H height (m)
jref reference exchange current density (A m�3)
j transfer current density (A m�3)
Ji specially chosen constant in Eq. (8)
Ki specially chosen constant in Eq. (8)
l0 length scale
n electron number
p Pressure (Pa)
hpi average pressure (Pa)
R universal gas constant (J mol�1 K�1)
s an indicator function in Shan and Chen model for solid

phase
S source term in mass transport LB model
t time
t0 time scale
Dt time step
T temperature of the operation condition (K)
u local velocity (m s�1)
u0 common velocity for all of the phases in SC model (m s�1)

hui superficial velocity (m s�1)
w parameter controls strength between fluid and wall in SC

model
wi weight factor in equilibrium particle distribution function
W Green function SC model
x position
Dx mesh width
Xk mole fraction of kth species

Greek symbol
a cathode transfer coefficient in Eq. (22)
b residual error
3 porosity
3p parameter in Eq. (23)
gc ORR reaction order
h over potential
s surface tension
y Kinetic viscosity
r Density
s relaxation time
sy relaxation time related to viscosity
sD relaxation time related to diffusivity
jk effective density in SC model

Subscripts and superscripts
in inlet
L lattice unit
p physical unit
out outlet
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