
Ya-Ling He

Wen-Quan Tao1

e-mail: wqtao@mail.xjtu.edu.cn

Key Laboratory of Thermo-Fluid Science and

Engineering of MOE,

School of Energy and Power Engineering,

Xi’an Jiaotong University,

Xi’an, Shaanxi 710049,

People’s Republic of China

Multiscale Simulations of Heat
Transfer and Fluid Flow
Problems
The multiscale problems in the thermal and fluid science are classified into two categories:
multiscale process and multiscale system. The meanings of the two categories are
described. Examples are provided for multiscale process and multiscale system. In this pa-
per, focus is put on the simulation of multiscale process. The numerical approaches for
multiscale processes have two categories: one is the usage of a general governing equation
and solving the entire flow field involving a variation of several orders in characteristic
geometric scale. The other is the so-called “solving regionally and coupling at the inter-
faces.” In this approach, the processes at different length levels are simulated by different
numerical methods and then information is exchanged at the interfaces between different
regions. The key point is the establishment of the reconstruction operator, which transforms
the data of few variables of macroscopic computation to a large amount of variables of
microscale or mesoscale simulation. Six numerical examples of multiscale simulation are
presented. Finally, some research needs are proposed. [DOI: 10.1115/1.4005154]
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1 Introduction

Multiscale simulation is a rapidly evolving area of research that
will have a fundamental impact on applied mathematics and com-
putational science and engineering. It is not an exaggeration to
say that almost all problems have multiple scales in nature [1]. An
ancient Chinese philosopher said: suppose you take a meter-long
wood stick and cutoff half of it each day; you will never reach an
end even after thousands of years! [2]. This is actually an excel-
lent description of the multiscale nature of space.

Different physical laws may be required to describe the problem
at different length and=or time scales. Taking the length scale of
the fluid flow problems as an example, at the macroscale of fluids
the continuum equation and the Navier–Stokes (NS) equations are
the governing equations to accurately predict the density, velocity,
and pressure fields. This is the continuum medium level or macro-
scale level. On the scale of the mean free path, however, the kinetic
theory gives the description in terms of the one-particle phase-space
distribution function, which is expressed by the well-known Boltz-
mann’s equation. This may be regarded as the mesoscale level. At
the nanometer scale, to predict the actual position and velocity of
each individual molecule=atom that makes up the fluid, the New-
ton’s law has to be used with a suitable potential function, which
constitutes the microlevel. It should be noted that the inherent time
scales for the above different length scale problems are also differ-
ent [1]. The typical time scale for the continuum level is about sec-
ond, while that at microlevel is around 10�12–10�14 s.

Numerical simulation approaches at the level of a single scale
have been rapidly developed in the past decade, and the methods
for the continuum medium are in some sense becoming relatively
mature, for example, the finite volume method (FVM) for the fluid
flow and heat transfer [3–8]. In addition, methods in mesoscale
level, i.e., the lattice Boltzmann method (LBM) [9–13] and the
direct simulation of Monte Carlo method (DSMC) [14,15] have
also been rapidly developed. LBM and DSMC belong to the meso-

scale class: these two methods adopt a concept of computational
particles, which are much larger than an actual molecule but act as
a molecule (simulation molecule). For example, in DSMC a com-
putational particle may be a representative of a collection of
106–1011 molecules [16,17]. In molecular dynamics simulation
(MDS) every molecule is simulated according to the Newton’s law
of motion [18–20]. The major advantage of MDS is that it does not
need to input phenomenological descriptions such as constitutive
equation [21] and the thermophysical properties as that for the mac-
rotype method. One thing is common to the three methods (LBM,
DSMC, and MDS) that the macroparameters (such as velocity and
pressure) are obtained via some kinds of statistical average. The nu-
merical methods at the three scales and their related physical and
mathematical descriptions are illustrated in Fig. 1 [22].

In spite of the tremendous successes achieved in the above three
levels of numerical approaches, they have their own limitations.
For the macrotype numerical approach (finite difference method
(FDM), (FVM), and finite element method (FEM)), the major limi-
tation is the complete neglect of microscopic mechanism and hence
the introduction of some empirical or ad hoc assumptions, including
empirical parameters. On the other hand, the mesoscale or micro-
scale method, even though can reveal the details of a complex mes-
oscale or microscale process, they usually require enormous
computer memory and computational times. Hence, the size of their
computational domain is heavily restricted, especially the methods
of DSMC and MDS. For example, the space size that MDS can
work at the present computer hardware, say, a modern work station
is usually in the order of tens of nanometers, and the time scale is
about 10�10–10�12 s. If the MDS is adopted to simulate an entire
engineering heat transfer or fluid flow process, the required memory
and CPU times are truly prohibited. Concerning the mesoscale
methods, although DSMC and=or LBM are orders of magnitude
faster than molecular dynamics for simulation of gases or liquids, it
is orders of magnitude slower than the continuum algorithms for
solving partial differential equations of aerodynamics or hydrody-
namics in the Navier–Stokes limit. One very useful approach that
may be applied to some engineering problems is: only flow regions
that require molecular resolution are treated by MDS, where the
atomic-scale dynamics is important, DSMC=LBM are adopted for
regions, which require mesoscale resolution, and a macroscopic
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numerical method everywhere else. This is where the idea of multi-
scale simulation (modeling) comes in, and it has been widely
adopted in the material science for about 10 years and great
achievements have been attained [23–25]. In the following, we will
take some examples in heat transfer and fluid flow to further illus-
trate the above idea.

From engineering computation point of view multiscale prob-
lems in the thermal and fluid science and engineering may be clas-
sified into two categories: multiscale process and multiscale system
[26]. Four examples are presented below for the multiscale process.

Turbulent flow is a typical example of multiscale process, which
involves many different length scales of eddies. Recently, well-
developed direct numerical simulation (DNS) of the turbulent flow
can resolve all kinds of eddies in details [27]. In this paper, turbu-
lent flow is only taken as an example of multiscale process but will
not be further discussed from the point view of multiscale simula-
tion. The launching process of a space craft provides another exam-
ple where the fluid flow around the spacecraft experiences different
gas flow regimes and different numerical approaches should be
used in different regimes in order to make the numerical simulation
efficient. It is well-known that gas flow regimes can be classified
according to its Knudsen number, which is defined as

Kn ¼ k
L

(1)

where k is the mean free path of the molecules and L is the charac-
teristic geometric length of the flow domain. Mean free path is an
important parameter in gas kinetics, which means the average
length of track between two successive molecule collisions. Based
on Kn, gas flow is classified into four regimes [28,29]: continuum
flow (Kn< 0.001), slip flow (0.001<Kn< 0.1), transition flow
(0.1<Kn< 10), and free molecule flow (Kn> 10). In Fig. 2, the
application feasibility of the numerical methods at three levels is
schematically presented for gas flow predictions.

The third example is the transport process in a proton exchange
membrane fuel cell (PEMFC), where the fuel gas flow in polar
plate channels occurs at the length scale of centimeters, the diffu-
sion process in the gas diffusion layer and the transport of proton
in the membrane occur at the order of hundreds of micrometers,

while the reaction in the catalyst happens in a thickness of tens or
even several micrometers (Fig. 3). The electrochemical reaction
and transport process in the catalyst layers in turn are highly com-
plex multiscale phenomena. In this layer, reactants are transported
through void pores and electrolyte in catalyst layer, the character-
istic length of which is in the range of 10–100 nm. The catalyst
particles are randomly distributed in this layer with a diameter of
several nanometers [30]. Numerical simulation is widely adopted
in the study of PEMFC, and at present stage most numerical simu-
lations are based on macroscale approach, such as FVM. In litera-
tures, many numerical simulation results are often compared with
the same tested U-I output curve (say, Refs. [31] and [32]) with a
number of empirical parameters. The number of such parameters
is often larger than ten. For example, in a 3D, two-phase, noniso-
thermal model 14 empirical parameters are involved [33,34]. It is
found that the effects of these parameters on the U-I output curve
may be qualitatively different. Thus, even though the values
adopted for the empirical parameters are quite different, the simu-
lated output curves from different authors are often claimed being
in a good agreement with the same test curve. We once obtained
two almost the same U-I output results with two sets of empirical
parameters [33]. To completely discard such unpleasant situation,
the only approach is probably to develop a multiscale simulation
model in which macroscale, mesoscale, and microscale=nanoscale
simulations are used for different regions and information is
exchanged at the interface.

Condensation of refrigerant vapor on enhanced surface of a
tube serves the fourth example where multiscale simulation is
needed in order to make an actual full simulation. In 1974 Hitachi
in Japan developed an enhanced structure for refrigerant vapor
condensation, Thermoexcel-C [35]. Since then 37 years has past,
what kind of achievement has been made as far as numerical per-
formance prediction for such kind of phase change enhanced sur-
face is concerned? Although a number of enhanced structures
have been developed to meet different requirements or conditions,
it is almost nothing in the advances of numerical prediction! We
still heavily rely on experimental measurements for obtaining the
performance of different enhanced surfaces. Technicians have to
measure the geometry in details via an industrial microscope (Fig.
4) in order to collect useful information for further improvement.

Fig. 1 Numerical approaches at three geometric scales and their related physics
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It is our understanding that only the multiscale simulation can
solve this problem where the MDS is used to simulate vapor con-
densation on a complicated surface; the LBM (FVM) is adopted
to simulate the fluid flow in the condensed film; and FVM for the
temperature field in the solid wall.

Now attention is turned to the multiscale system. By multiscale
system, we refer to a system that is characterized by large varia-
tion in length scales in which the processes at different length
scales often have the same governing equations and are not so
closely related as in the first category. The cooling of an electronic
system is such a typical multiscale system [36–38]. The length
scale variation of a data center from the interconnects of a chip to
room is about 11 orders, and that from a chip to a cabinet has at
least three or four orders. In Refs. [37] and [38], a top-to-down se-
quential multilevel simulation method with increasing fineness of
grids was proposed. Since the simulation methods at the different
levels in such multiscale system are all continuum type and
[37,38] have given clear presentation, the numerical method for
the multiscale system will not be further discussed in this paper.
In the following presentation attention will only be paid for the
simulation of multiscale process.

Study on the multiscale process may be conducted from mathe-
matical point of view and from engineering point of view with dif-
ferent emphasis. As indicated in Refs. [39] and [40], there is a
long history in mathematics for the study of multiscale problems.
From mathematical point of view, mathematical methods, such as
multigrid techniques, domain decomposition, adaptive mesh
refinement, and coarse-grained Monte Carlo models are all belong
to multiscale techniques [39,40]. It seems that from mathematical
point of view the terminology “multiscale” is referred to a numeri-

cal method for solving a physical problem, which involves grids
with a significant difference in geometrical scales. Multigrid tech-
nique for solving algebraic equations is a typical such numerical
method. In this paper for the numerical simulation of the multi-
scale process, the word “scale” is used in such a sense that phe-
nomena in different scales have different governing equations or
descriptions. From this point of view, the multigrid method will
not be referred to as a multiscale technique, since it is used to
solve the algebraic equation discretized from governing equations
at the macroscopic level. The present authors believe that such an
understanding is physically more meaningful, more agreeable to
the picture shown in Fig. 1, more consistent with our statement:
“This is where the idea of multiscale simulation (modeling) comes
in” mentioned above, and hence it can be regarded as the physical
(engineering) point of view.

2 Major Numerical Approaches for Simulating

Multiscale Process

For the numerical modeling of multiscale processes in engineer-
ing thermal and fluid science, two types of numerical approaches
may be classified. They can be described as: (1) “Using uniform
governing equation and solving for the entire domain”(2) “Solving
problems regionally and coupling at the interfaces.” The DNS is a
typical example of the first numerical approach [27]. Another
example of the first approach is the simulation of gas flow in differ-
ent ranges of Knudsen number by using Boltzmann equation, as
suggested by Li and Zhang [41]. In their paper, the Bhatnagar-
Gross-Krook (BGK) model was modified and some special techni-
ques were introduced. A unified numerical scheme for solving gas
flow from rarefied to continuum is then established. This numerical
approach is attracting, however, as indicated above and will be
shown later that for continuum flow, the macroscopic methods are
orders faster than mesoscale methods. Even though coupling pro-
cess will take some more time, but as a whole the multiscale
method will be computationally more efficient [42]. This implies
that when the macroscale method works it should be the first candi-
date. The mesoscale=microscale methods should be used for such
cases when the macroscale methods fail to work or do not work
efficiently. Thus, we will not go further for the approach of using
uniform governing equation and solving for the entire domain. In
the following focus will be put on the second approach.

The second approach is the most widely used one. In this
approach, the process at different length levels is simulated by

Fig. 2 Application feasibility of different level numerical methods

Fig. 3 Multiscale transport process in PEM fuel cell
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different numerical methods and then information is exchanged at
the interfaces of different regions. Mathematically this solution
approach is quite similar to the domain decomposition method in
solving partial differential equations [43], which was originated
from Schwarz alternative method [44]. If the exchange of infor-
mation at the interface (“hand-shaking” region) is performed via
Dirichlet type, then it can be mathematically expressed by

U ¼ CDu; u ¼ RDU (2a)

where U and u are the macroscopic parameter and microsco-
pic=mesoscopic parameter, respectively. CD and RD are the
Dirichlet compression and reconstruction operators, respectively.
The information at mesoscale or microscale level may be trans-
ferred to the macroscale level via Neumann type, that is, by sup-
plying flux at the interface, then we have

q ¼ CNu; u ¼ RDU (2b)

where q is the interface flux of the continuum region.
At the interface between different regions, there will be a mis-

match in the kind and number of variables used by the different
regions. The Dirichlet compression operator CD, which extracts
the macroscopic parameters from a large amount of data at micro-
scale or mesoscale level by some averaging or integrating princi-
ples, is easy to be defined, but the reconstruction operator RD,
which should prolong small amount of macroscopic parameters
into a large amount of parameters at mesoscale or microscale is
quite difficult to be constructed. Here, we meet a one-to-many
problem since the macroscopic variables have to be mapped to
more LBM (DSMC or MDS) variables. The design of the com-
pression and reconstruction operators should abide by some basic
physical laws or principles, such as mass conservation, momen-
tum, and energy conservation. In addition, the operator should
be mathematically stable, computationally efficient and easy to be
implemented. In a word, the exchange of information should be
conducted in a way that is physically meaningful, mathematically
stable, computationally efficient, and easy to be implemented. It
should be noted that by the terminology “operator” we mean: (1)
It is an actual mathematical formula for transferring (converting)
results of different regions at the interface; or (2) It is a set of nu-
merical treatments for transferring information, which are devel-
oped from some fundamental considerations. At the present, the
second one is the most frequently encountered situation.

In the following some existing coupling principles, basically
Dirichlet reconstruction operator, between any two of the three
scale methods are presented.

2.1 Coupling Between MD and FVM (FDM and FEM). In
1995 O’Connel and Thompson [21] proposed a way for coupling
the simulation by MDS and FDM. This is the first paper in the lit-
erature initiating the coupled MDS-macroscale simulation. In
their paper, the coupling is achieved by constraining the dynamics
of fluid molecules in the vicinity of the MDS-continuum interface
to meet the requirement of mass and momentum continuity. The
different solution regions are shown in Fig. 5, where the interface
is referred to as hybrid solution interface (HSI). The MDS portion
of the computation is beyond the HSI (shown by the open circles),
introducing an overlap region. Continuity of mass flux at the HSI
is achieved by supplying the velocity boundary condition for the
continuum region by the averaging results of the MDS over the
zero bin shown in Fig. 5. Ensuring the momentum conservation in
the HSI region is a more subtle issue because as indicated above
in the MDS simulation there is not any constitutive equations for
stress. In order to ensure the continuity of momentum (stress), it is
required that in the overlap region within any bin shown in Fig. 5,
following constraint should be satisfied:

XNj

n¼1

pn �MðjÞvðjÞx ¼ 0 (3)

Fig. 4 Cross section of an enhanced surface viewed from an industrial microscope (magnified
by ten times)

Fig. 5 Schematic for the coupling between MD and continuum
method [21]
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where Nj is the total number of molecules in the jth bin and pn is
the momentum of the nth molecule in the x direction, M(j) denotes
the mass of the continuum fluid element corresponding to the jth
bin, and vðjÞx is the velocity. Obviously, Eq. (3) requires that in the
jth bin the x-direction momentum computed from microscale and
macroscale results should be identical. By integrating this equa-
tion with time, a holonomic constraint can be obtained and it is
incorporated into Lagrange’s equation for any molecule in the jth
bin. This constraint is implemented for all the molecules in the
bins within the overlap region, thus the momentum conservation
requirement is fulfilled.

Since this pioneering work a number of MDS-continuum cou-
pling researches have been published for different flow and heat
transfer cases with focus being put on the improvement of cou-
pling stability, accuracy, and efficiency. Nine examples related to
multiscale simulation of heat transfer and fluid flow problems
since 2000 can be found in Refs. [45–53] as the representative
results. The details in the improvements of coupling methods are
not stated here because of space limitation and can be found in the
above-referenced paper.

2.2 Coupling Between DSMC and FVM (FEM). There are
two kinds of coupling of DSMC-continuum, i.e., fluid-to-fluid and
fluid-to-solid. Attention is first put on the fluid-to-fluid coupling.
This DSMC-continuum coupling is for the prediction of gas flow
composed of different flow regimes. As shown by Eqs. (2a) and
(2b), information may be transferred by variables themselves
(Dirichlet type) or by their fluxes (Neumann type). According to
Ref. [54] when convert the DSMC results to macroscopic parame-
ters, the Neumann boundary condition may cause large statistical
error, especially under the condition that the boundary is parallel
to the flow direction, so the Dirichlet type transfer is often used
for the DSMC-continuum information exchange [55].

In the coupled computation of DSMC and the NS via FVM or
FEM one important issue is the determination of the location of
breakdown interfaces between continuum and rarified gas regions.
One practice is to specify the breakdown location in advance and
the structured grid system is used in the continuum region [55,56].
The disadvantage of such a practice is that the prespecified break-
down interface does not follow faithfully the interface determined
by some criteria, which may in turn either increase the computer
run time or decrease the solution accuracy [57]. Recently, Wu et
al. [55,58] proposed a parallel hybrid DSMS-NS scheme using 3D
unstructured mesh with dynamic determination of the breakdown
location in the continuum region by FVM. In the paper, the con-
tinuum conditions are marked by the local Kn which can be
defined by the following general formula:

KnGL�Q ¼
k

Qlocal

rQj j (4)

where KnGL�Q is the gradient-length Knudsen number; Q is the
specific flow property, which can be the local density q, or local
temperature T or local velocity Vj j, and Qlocal= rQj j is the general
local characteristic length. The maximum of the local Kn obtained
from density, temperature, and velocity is taken as the local Kn.
That is

KnGL ¼ maxðKnGL�q;KnGL�T ;KnGL� Vj jÞ (5)

If the thermal equilibrium condition is taken into consideration,
the above equation can be related to the translational temperature
and the rotational temperature of the gas. For the details [59] can
be referred. Usually, the interface region is allocated in the area
where 0.02<KnGL < 0.04.

Then, the overlapping regions between DSMC and NS solver
are determined. The major idea is quite similar to that shown in
Fig. 5 for the coupling of MD and continuum method. Between
the regions where DSMC and NS solver are individually used,

there is some overlapping region in which both DSMC and NS
solver are adopted, and it is in this overlapping region the transfer
of the Dirichlet boundary condition for NS solver from previous
computation of DSMC and that for DSMC from previous NS so-
lution is conducted.

Obviously, the solution procedure of such DSMC-continuum
coupling is iterative in nature. For the details [55] can be consulted.

For the Dirichlet–Neumann type information exchange
Ref. [60] can be referred.

Attention is now turned to the fluid–solid coupling. The gas flow
in a micronozzle is often in the regions of transitional or free mole-
cule and in this case coupling of the rarified gas flow with the heat
conduction in the nozzle wall may occur. Traditionally, surface
temperature of flow field was all set up before calculation and
assumed that it was constant during the simulation process [61–65].
But in fact, it is very difficult to set up wall temperature reasonably
prior to computation. In Refs. [66] and [67], coupled thermal-fluid
methods were developed to simulate the time-dependent perform-
ance of high temperature micronozzle. The flow field characteristics
were obtained by DSMC method, and the solid area temperature
distribution was calculated by finite element method. Dirichlet–-
Neumann transfer method was used to couple the temperature
obtained by FEM and heat flux obtained by DSMC method at the
boundary. The whole unsteady process from starting up to tempera-
ture reaching melting point of silicon was simulated, so it was very
time-consuming and computationally expensive. In Ref. [68], a
DSMC-FVM coupled simulation for the rarefied gas flow in a
FMMR was conducted. The Dirichlet–Neumann transferring
method is used to couple the temperature and heat flux at the
boundary of flow field and solid area. The implementation process
is as follows. First, the wall surface temperature is set up and then
DSMC simulation is executed, so the heat flux can be calculated
from the flow field, and this heat flux is used as the boundary condi-
tion for the temperature field of the solid area including the wall
surface. The temperature field in the solid area is obtained by solv-
ing the heat conduction equation by the FVM with unstructured
grid system. The wall surface temperatures are thus updated and
used as the boundary condition for the flow field solved by DSMC.
Such steps are repeated until steady state has reached. Once steady
state has reached, the solid temperature will not be calculated any
more, namely, the surface temperature of fluid area is kept constant,
but DSMC procedure in the fluid is continued. The sampling of
macroparameters with each cell should be performed for a long
time period in order to minimize statistical scatter. It is interesting
to note that all boundaries of the nozzle in Ref. [68] are of second
kind. It is well-known in heat conduction theory that such boundary
conditions will lead to a temperature distribution with fixed gradi-
ent but cannot fix the absolute values. The energy conservation
principle is used to fix the temperature distribution of the nozzle
wall, namely, when the converged temperature solution of the noz-
zle wall is approached, the net heat transfer of the nozzle wall with
the gas around it should be zero. Due to the low density of the pro-
pellant, the heat flux is very small, so there is a little temperature
change in solid area during every time step. It would take a long
time to arrive at steady state, which means that the time-marching
of the unsteady state process in solids is computationally expensive.
Considering that the time scale of flow area is much less than the
time scale of solid area. A steady-state solution of gas flow is first
obtained, and the DSMC results are used to update the wall bound-
ary condition. An overrelaxation method is adopted in the solution
process of heat conduction equation that accelerates the conver-
gence but does not influence the steady-state temperature distribu-
tion in the solid region. Partial results of this work will be presented
in Sec. 3.3.

2.3 Coupling Between LBM and FVM (FDM and FEM). As
indicated above, LBM is a kind of mesoscopic methods, which
sits between the macroscale and microscale levels, and this feature
has been vividly described in Ref. [69] as “The LBE could
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potentially play a twofold function—as a telescope for the atomis-
tic scale and a microscope for the macroscopic scale.” In
Ref. [69], an attempt is even made to adopt LBM more than one
physical scale of description—from atomistic, kinetic, and to
continuum fluid. Even though two examples were presented in
Ref. [69], we would rather consider LBM as a mesoscale method.
As indicated above, LBM is computational expensive compared
with FVM and it should be used where the continuum methods
cannot work effectively, for example, flow through a porous
media. Thus, study on the coupling between LBM and continuum
method is meaningful.

The coupling of FDM with LBM was conducted in Refs. [70]
and [71], but the coupling computations were only implemented for
the solution of one dimensional diffusion equation. A general cou-
pling scheme, or a general reconstruction operator for transferring
information from macroscale results to mesoscale parameters for
multidimensional fluid flow is highly needed. Mathematically such
transforming relation is called “lifting relation” which means that
macroscopic variables in a low degree-of-freedom (DoF) system
are upscaled to the macroscopic variables in a high DoF system. As
indicated above, it is difficult to establish the one-to-one map from
a low DoF system to a high DoF system. In Refs. [72] and [73], a
reconstruction operator for the density distribution function of LBM
has been derived based on multiscale perturbation approach.
According to the derivation, the density distribution function of
LBM, fi, can be expressed from the macroscale parameter as

fi ¼ f
ðeqÞ
i 1� sDtUibc�2

s Uia@xa
ub þ �@2

xa
ub þ �q�1Sab@xa

q
� �h i

(6)

where f
ðeqÞ
i is the equilibrium density distribution function; cs is

the lattice sound speed; Sab is the stress tension in a; b coordi-
nates; s is the nondimensional relaxation time; Dt is the time step;
� is the kinematic viscosity; q is the fluid density; Uia ¼ cia � ua,
and ua is the velocity in a direction; Sab ¼ @xb ua þ @xa ub.

In Refs. [22] and [74], a reconstruction operator for the temper-
ature distribution function of the thermal lattice Boltzmann model
is derived based on the same approach, it reads

Fi ¼ F
ðeqÞ
i 1� s0DtT�1 Uia@xa

T þ aT @xa

� �2

T

� �� �

þ s0xiTcib

sUib

fi � f
ðeqÞ
i

� �
f
ðeqÞ
i

þ s0DtxicibTq�1@xb
q (7)

where Fi is the temperature distribution function, aT is thermal
diffusivity, s0 is the temperature relaxation time, Dt is the time
step, and T is the temperature.

Equations (6) and (7) are general analytic expressions for
reconstructing the microvariables of density and temperature dis-
tribution functions from the macrovariables. Their applications
will be illustrated later.

2.4 Coupling Between MDS and LBM. In Ref. [75], an
interesting numerical simulation was conducted for flow in nano-
duct by using both MDS and LBM. The major purpose is to see if
the space and time steps of LBM were fine enough. The results
show that when the LBM space step is of 0.25r, the velocity dis-
tributions from LBM are quite consistent with those of MDS,
while the computation time of LBM is only about 1=1000 of
MDS. This study demonstrates that a spatial hand shaking
between LBM and MDS is possible. According to this paper to
couple LBM with MDS, the grid of LBM should has its finest
scale Dxfine � r near the coupling boundaries, and then progres-
sively increases the mesh size so as to reach a 100-fold larger
mesh spacing in the bulk flow. In Ref. [76] coupling LBM and
MDS for liquid argon past a carbon nanotube was conducted. The
LBM and MDS communicate via the exchange of velocities and

velocity gradients at the interface. It is worth noting that a more
efficient way is taking statistically averaged value from the results
of MDS and using Eq. (6) to get density distribution function for
LBM, and taking the integrated results of LBM as the macropara-
meters for MDS. In such a way, the smallest grid in LBM region
needs not to be so fine as can be compared with r. An example
from authors’ practice will be provided later.

It should be noted here that in this paper by “coupling” or
“coupled” we mean that the computational domain is decom-
posed, and numerical methods at different scale levels are used in
different subregions with information exchanging at the interfaces
to make consistency of the solution in entire domain. In literature
sometimes coupled methods may imply that the flow fields are
solved by LBM and the governing equations for other scale varia-
bles are solved by FVM (FDM, FEM) [77]. Such coupling is not
the content of this paper.

3 Examples of Multiscale Simulation

3.1 Coupling of MDS and FVM for Flow in Nanochannels
With Roughness. The liquid flow in nanochannels with rough-
ness is studied using the multiscale hybrid simulation in Ref. [78].
The computational domain is decomposed into particle, contin-
uum, and overlap regions, where molecular dynamics, finite vol-
ume method, and coupling method are applied correspondingly
(Fig. 6). In the main flow area, the FVM is employed as C solver.
In the boundary vicinity, the classical MD simulation is used as P
solver. In order to ensure the parametric continuity, the coupling
method is needed for the O region. Since the flow condition is
absolutely symmetric about the central line, the actual computa-
tional domain is chosen the half channel.

The P region size is lPx ¼ 25:4r, lP
y ¼ 6:8r, lP

z ¼ 40:7r � 81:4r.
3D MDS is carried out with the modified Lennard–Jones (L-J)
potential describing the interaction between liquid molecules by
Ref. [79]

uðrÞ ¼ 4e
r
r
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where r and e are the length and energy characteristic parameters,
and the cutoff radius rc ¼ 2:5r. The interaction between solid and
liquid is also described by Eq. (8), but the characteristic parame-
ters are changed into rwf ¼ 0:91r and ewf ¼ be, where b is set to
adjust the strength of the liquid–solid coupling. The simulated
fluid is argon (r ¼ 0:3405nm and e ¼ 1:67� 10�21JÞ.

The time step for P region is dtP ¼ 0:005s (s ¼ m1=2re�1=2).
The simulation procedure contains two periods for each run, i.e.,

Fig. 6 Schematic of the hybrid simulation in a nanochannel
with roughness
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equilibrium and coupling periods. Equilibrium period is the initial
250s, during which the molecules in P region reach the thermal
equilibrium state at Tw ¼ Tg ¼ 1:1ek�1

B
. Coupling period is the

next 5000s, during which the coupling method is executed to
ensure the synchronization between P and C regions.

The computational size for C region is divided by uniform grids
Dxc ¼ Dzc � lP

x . The SIMPLEC algorithm is employed to solve
the flow and pressure fields.

Some simulation results are now presented. In Fig. 7(a), the ve-
locity distribution for a roughened channel is presented. It can be
clearly observed that the fluid velocity at the wall keeps zero due
to the obstacle of roughen element, causing a locking boundary
condition, which is quite different from the case with smooth sur-
face in which the velocity slip will occur (see Fig. 7(b) ).

3.2 Flow Past a Nano-Tube by Coupling of MDS and
LBM. Coupled simulation of MDS and LBM for flow past a
nanotube is provided in Ref. [76]. Figure 8 shows the computa-
tional domain and the details of the three regions: center part
around the nanotube is simulated by MDS, the far-outside by
LBM, and the middle between the two regions is a hand-shaking
area where both MDS and LBM are used. Macrovelocity is
obtained from MDS and by using the reconstruction operator;
density distribution function is obtained and serves as LBM
boundary condition (along the dotted line of Fig. 8(b)). Particles
velocities are given by a Maxwellian distribution with mean and
variance consistent with the LBM results (in the shaded area of

Fig. 8(b)). Simulation results are presented in Fig. 9 with the
results from Ref. [76] for the same problem. It can be seen that
the u velocities at the two center lines from the two numerical
methods agree with each other quite well, while the coupled MDS
and LBM gives more smooth stream function distribution. In this
coupled simulation by both LBM and MDS one may argues how
far does one need to extend the MD region to achieve accurate
results. According to Ref. [80], given a fixed sampling period in
each iteration of coupled method, there exists an optimal size of
the MDS region considering both the computational efficiency
and accuracy. The size of the MDS region of Ref. [81] is nearly
optimal after some preliminary computation. It should be noted
that as far as the computational time is concerned the coupled
MDS=LBM only consumes about 1=5 of that of MDS.

3.3 Flow and Heat Transfer in Micronozzle by Coupling
of DSMC and FVM (Solid). Small satellites or microsatellites
have developed very fast recently, and the micronozzle used to
control satellites attitude and trajectory has become a research
focus. Among different kinds of micronozzle, free molecular
micro-electrothermal resist jet (FMMR) has attracted an increas-
ing research attention (Fig. 10). When the low temperature propel-
lant flows over the heating surface, the propellant molecules
knock with it. The temperature of propellant raises. Then, the pro-
pellant rushes out of the nozzle with high speed and thrust is gen-
erated. The value of Kn of gas flow in micronozzle is basically in
the transition flow (0. 1<Kn< 10.0), thus DSMC is the most use-
ful method to simulate the flow field. To simulate the flow and

Fig. 7 Comparison of velocity distribution for roughened and
smooth channel

Fig. 8 Flow past a nanotube simulated by coupled MD and
LBM
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heat transfer characteristics in the nozzle, DSMC-FVM coupled
method was used [68]: in the flow regime DSMS was used while
in the solid wall FVM was adopted. The Dirichlet–Neumann
method was used to couple the temperature and heat flux at the
boundary of flow field and solid area.

It can be imagined that the pressure in the flow field decreases
gradually from the inlet to the outlet, which means that the num-
ber density of molecules decreases from inlet to outlet while the
mean free path of molecules increases. Thus, the grid dimension
along flow direction was gradually increased, so the number of
molecules in each cell was approximately constant. The variable
hard sphere model was used. Cercignani–Lampis–Lord model
[14] was adopted to simulate the interaction between the solid sur-
face, and the accommodation coefficient was 0.73.The inlet pres-
sure, inlet temperature, and outlet pressure were set up before
calculation. The statistical macroscopic velocity obtained from
particle in the cells near the inlet boundary was used as the
income velocity for new incoming particles. The propellant was
argon. The temperature of heating surface was 600 K. The solid
material was silicon with thermal conductivity of 149 W=m K.

Five cases were simulated with different inlet pressures. The
inlet temperature was all set as 300 K. The major simulation
results are shown in Table 1. It can be seen that the wall boundary
temperature changes dramatically with the inlet pressure, so
DSMC-FVM coupled simulation is necessary for FMMR. If tem-
perature is set up before calculation, a large error may be caused.

3.4 Flow Around a Circular Cylinder by Coupling of
FVM and LBM (CFVLBM) With Density Function Recon-
struction Operator. The two-dimensional flow around a square/
circular cylinder for low Reynolds numbers is studied in Refs. [82]
and [83], respectively. The geometry and boundary conditions for
flow around a circular cylinder are shown in Fig. 11. A uniform ve-
locity u0 ¼ ðu1; 0Þ is specified along the domain perimeter as
physical boundary and zero velocities are imposed at the cylinder
surface. The parameters are defined as follows: height H ¼ 1:8;
cylinder radius r ¼ 0:005; density q ¼ 1:0; velocity u1 ¼ 0:01,
grid length Dx ¼ Dy ¼ 2� 10�4. The Reynolds number is defined
by Re ¼ 2u1r=�.

For flow around a circular cylinder there are three characteristic
parameters: the length of the recirculation region L, the separation
angle h, and the drag coefficient CD. CD is defined as

CD ¼
1

qu2
1r

ð
S � ndl (9)

where n is the normal direction of the cylinder wall and S is the
stress tensor

S ¼ �pI þ q� ruþ urð Þ (10)

Fig. 9 Results of flow past a nanotube by MDS and coupled MDS=LBM
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The predicted drag coefficient CD and the geometry parameter L
and h are listed in Table 2. All the parameters predicted by
CFVLBM agree well with the results of previous studies for each
Re.

3.5 Fluid Flow Around=Through a Porous Media Square
Cylinder Simulated by Coupled LBM=FVM. In Ref. [42], the
flow around and through a porous media square cylinder is simu-
lated by CFVLBM, fully showing the role of LBM in displaying
the flow details in complicated configuration. Flow simulation
results by CFVLBM is presented in Figs. 12(a) and 12(b). It
would be very difficult (if not impossible) for FVM to obtain such
fine flow resolution. To compare the computational time for flow
around a solid square cylinder, three numerical methods have
been used: LBM, multiblock LBM, and CFVLBM. Figure 12(c)
shows the three-block structure used in the simulation. In the mul-
tiblock LBM, the grid system in the center black region is the fin-
est where the porous media cylinder locates and that of the
outside region is the coarsest. Comparison of the computational
time is shown in Fig. 13. It can be seen that among three methods
adopted the CFVLBM can have three orders faster than that of
multiblock LBM, not mentioned to the single block LBM. It
should be noted that in this comparison, the cylinder is a sold one
without complicated structure in it. This is because for FVM, it is
very difficult to simulate a complicated structure as the cylinder
shown in Fig. 12(a). Thus, only the solid cylinder is used for com-
parison purpose.

3.6 Natural Convection in a Square Cavity by Coupling of
Temperature and Temperature Distribution Function. Natural
convection in a square cavity is one of the benchmark problems in
computational heat transfer. This problem is taken to verify the
feasibility of the reconstruction operator of the temperature den-
sity function. The domain is vertically divided into three regions:

the left part is simulated FVM, the right part by LBM, and center
part is the hand-shaking area. Simulation was conducted for
Ra¼ 103, 104, 105, and 106. In the computations, the density dis-
tribution function and the temperature distribution function in the
coupling region were determined according to the reconstruction
operators Eqs. (6) and (7), respectively. Partial simulation results
are presented in Figs. 14 and 15 for temperature contours and vor-
ticity contours, respectively. In these figures results from FLU-
ENT, self-coded FVM, LBM, and CFVLBM are compared. It can
be seen that the simulation results by CFVLBM agree with others
quite well. It is worth noting that according to authors’ experience
in the hand-shaking region the smoothness of vorticity contours is
the most difficult to obtain and that of stream lines is the easiest to
get, because vorticity is the first derivative of velocity, while
streamlines are the integration of velocity. It can be seen from
Fig. 15 that for the case studied the vorticity contour smoothness
is quite good.

4 Further Research Needs

As indicated above, the idea of multiscale simulation has been
widely adopted in the material science for about 10 years and
great achievements have been attained. A typical successful
example in the material science can be found from Ref. [24]. In
Ref. [24], the study of a crack performance in the silicon material
is conducted by the multiscale simulation: the tight binding (TB,
which is a microlevel simulation method from quantum mechan-
ics) is used to simulate the crack tip, at the interface between
crack and continuum material, coupling between TB and MDS is
conducted. Then, MDS is adopted to simulate the behavior of the
region around the crack. At the interface where MDS meets FEM
information is transferred between the two methods.

For the heat=mass transfer processes in the PEMFC, a full mul-
tiscale simulation may be conducted as shown in Fig. 16. This
ideal multiscale simulation may be called full multiscale

Fig. 10 Schematic diagram of FMMR

Table 1 Major simulation results of example 3

Inletpressure
(Pa)

Throat pressure
(Pa)

Throat Knudsen
number

Throat velocity
(m=s)

Throat Mach
number

Throat Reynolds
number

Solid 1
Temperature (K)

Flow
rate(kg=s)

Thrust
(N)

Specific
impulse (S)

500 218 0.52 218 0.51 1.2 567 2.22� 10�05 0.013 58
1000 459 0.25 237 0.56 2.8 561 5.09� 10�05 0.030 59
2000 974 0.11 257 0.62 7.1 529 1.23� 10�04 0.073 61
5000 2802 0.031 262 0.68 27.6 433 4.18� 10�04 0.25 61
10,000 6572 0.012 262 0.71 72.5 423 1.01� 10�03 0.63 63
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simulation. From the above presentation, we may be clearly aware
of the fact that we have a long way to go in order to implement
such a full multiscale simulation for complicated heat=mass trans-
fer process such as one in PEMFC. Taking the simulation of cata-
lyst layer and membrane layer by MDS as an example, the present
day computer capability for MD simulation is in the order of tens
of nanometers, while the two thicknesses are tens of micrometers
and several hundreds of micrometers, respectively. In addition,
the very complicated molecular structure of the membrane pro-
vides many difficulties to the transport process simulation by
MDS.

Attention is now turned to another important example: the
phase change heat transfer of refrigerants. As indicated above up
to now we are still unable to numerically predict the performance
of enhanced surface structure such as Thermoexcel. In the
authors’ opinion, here is an another example that multiscale simu-
lation can play a role: MDS is used for condensation of vapor on a
complicated surface structure, LBM is adopted for the liquid flow
in the condensed film and FVM for the temperature distribution in
the solid. In order that the effects of surface structure shape and
geometric factors can be sensed by the condensed film, its thick-
ness should be at least more than one micrometer and its surface
area at least in tens of millimeters. These dimensions are far out
of the present day computer capability for MDS. In addition for
the atomistic scales, the development of accurate potentials

between dissimilar materials (elements and phases) is critical for
heat and mass transfer, and up to now we do not have satisfied
potential functions for both complex fluids such as water and
refrigerants and for the combination of such fluids with engineer-
ing metals as copper and iron.

The third issue is about numerical uncertainty analysis for the
results of multiscale simulation. Most methods developed so far

Fig. 11 Flow around a circular cylinder

Table 2 Comparisons of simulation results of example 4

Re Authors Method CD L=r h (deg)

10 Dennis and Chang [84] N.S. 2.846 0.53 29.6
He and Doolen [85] ISLBM 3.170 0.474 26.89
Guo and Zhao [86] FDLBM 3.049 0.486 28.13
Imamura et al. [87] GILBM 2.848 0.478 26.0

Present work CFVLBM 2.810 0.51 29.2

20 Dennis and Chang [84] N.S. 2.045 1.88 43.7
He and Doolen [85] ISLBM 2.152 1.842 42.96
Guo and Zhao [86] FDLBM 2.048 1.824 43.59
Imamura et al. [87] GILBM 2.051 1.852 43.3

Present work CFVLBM 2.010 1.85 43.2

40 Dennis and Chang [84] N.S. 1.522 4.69 53.8
He and Doolen [85] ISLBM 1.499 4.49 52.84
Guo and Zhao [86] FDLBM 1.475 4.168 53.44
Imamura et al. [87] GILBM 1.538 4.454 52.4

Present work CFVLBM 1.511 4.44 53.5

Fig. 12 Flow around=through a porous square cylinder

Fig. 13 Comparison of computational times for flow around a
solid cylinder
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are mainly for the macroscopic methods [88,89]. For the DSMC
[91] presented some analysis method and [92,93] made statistical
error analysis for both DSMC and MDS. Few papers presented
methods for analyzing numerical uncertainty of results from mul-
tiscale simulation. Reference [90] is titled with “multiscale simu-
lation;” however, “multiscale” in that paper is really means grids
with large variation of size. The governing equations for the dif-
ferent grids are the same. Thus, this is not the multiscale simula-
tion specified in the present paper.

From the two examples (transport process in PEMFC and re-
frigerant condensation) and the above discussion, we may propose
following further research needs for the multiscale simulations:

(1) improve greatly the computational efficiencies of meso-
scale and microscale numerical approaches;

(2) develop appropriate potential functions for fluids with com-
plex molecule structures (water and refrigerants);

(3) innovate more efficient coupling techniques (operators) for
MDS-FVM, DSMC-FVM with high efficiency and
stability;

(4) establish uncertainty analysis approach for the numerical
results of multiscale simulations.

5 Conclusions

Most phenomena and processes in science and engineering are
multiscale in nature. With the rapid development in science and
technology the importance of study from multiscale view point
becomes more and more obvious. In heat transfer field, multiscale
problems may be classified as multiscale process and multiscale
system. For the multiscale process, the method of “solving region-
ally and coupling at the interfaces” is the most promising one. In
such method, the key issue is the exchange information at the
interfaces. The exchange of information should be conducted in a
way that is physically meaningful, mathematically stable, compu-
tationally efficient, and easy to be implemented. The key point is
the establishment of the reconstruction operator, which transforms
the data of few variables of macroscopic computation to a large
amount of variables of microscale or mesoscale simulation. For
different coupling cases, the existing methods for such operators
are briefly reviewed. Six examples of multiscale simulation of
heat transfer and fluid flow problems are presented. It is found
that for multiscale process, the method of solving regionally and
coupling at the interfaces can get converged solution faster by
several orders than the uniform mesoscale or microscale numeri-
cal method for the entire domain.

Fig. 15 The contour lines of vorticity (a) Ra 5 103, (b) Ra 5 104,
(c) Ra 5 105, and (d) Ra 5 106 (the results of FLUENT, FVM,
LBM, and CFVLBM are shown from left to right)Fig. 14 The isotherm: (a) Ra 5 103, (b) Ra 5 104, (c) Ra 5 105,

and (d) Ra 5 106 (the results of FLUENT, FVM, LBM, and
CFVLBM are shown from left to right)

Fig. 16 Schematic diagram for a full multiscale simulation of PEMFC
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The numerical study for the multiscale process of heat transfer
and fluid flow problems is still in its childhood and its engineering
application is in its infancy. Further, researches are highly
required to establish robust and quick-convergent numerical solu-
tion approaches.
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Nomenclature
aT ¼ thermal diffusivity

CD ¼ compression operator (Dirichlet type)
CD ¼ drag coefficient
CN ¼ compression operator (Neumann type)
cs ¼ lattice speed of sound
fi ¼ density distribution function

f eq
i
¼ equilibrium density distribution function

Fi ¼ temperature distribution function

Feq
i
¼ equilibrium temperature distribution function

H ¼ height
I ¼ unit tenser

kb ¼ Boltzmann constant
Kn ¼ Knudsen number
l, L ¼ length

M ¼ mass of continuum fluid element
Nj ¼ total molecule number in jth bin
p ¼ pressure

pn ¼ momentum of nth molecule
q ¼ flux
Q ¼ specific flow property
r ¼ radius

rc ¼ cutoff radius
Ra ¼ Rayleigh number
RD ¼ reconstruction operator (Dirichlet type)
S, S ¼ stress tensor

T ¼ temperature
u ¼ microscopic (mesoscopic) parameter
u¼ velocity vector (in Eq. (10))

u1¼ far field velocity
U ¼ macroscopic parameter

Greek Symbols
a,b ¼ coordinates in LBM

dt, Dt ¼ time step
Dx, Dz ¼ length step

r ¼ gradient

e ¼ energy characteristic parameter in L-J function
u¼ potential function

k ¼ thermal conductivity

� ¼ kinematic viscosity

h ¼ separation angle

q ¼ density

r ¼ characteristic length in L-J potential function

s ¼ relaxation factor of density distribution function

s
0 ¼ relaxation factor of temperature distribution function

xi
¼ weighting factor

@xa
¼ partial derivative with respect to xa
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