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Discussions are given of the different momentum interpolation methods to evaluate the
interface velocity in the collocated grid system. It is pointed out that the interface velocity is
used in three cases in the overall numerical procedure of the solution of Navier-Stokes
equations by utilizing a collocated grid: in the continuity equation; in the interface flow rate
computation for the determination of the coefficients in discretization equation; and in the
mass residual in the coefficient AP. Analysis shows that it is better to adopt the momentum
interpolation method in the three cases. Two new momentum interpolation methods, called
MMIM1 and MMIM2, are proposed. Analysis shows that the two new methods can achieve
numerical solutions that are independent of both the underrelaxation factor and the time
step size. Taking lid-driven cavity flow as an example, numerical computations are con-
ducted for several Reynolds numbers and different mesh sizes using the SIMPLE algorithm,
and the results are compared with benchmark solutions. Numerical tests demonstrate that
both MMIM1 and MMIM2 can give unique solutions for different underrelaxation factors
and time step sizes, solutions from MMIM1 are slightly better than that of the momentum
interpolation of Majumdar, and solutions from MMIM2 have an appreciably better accu-
racy when the mesh is not fine.

INTRODUCTION

The SIMPLE-series algorithm of the control-volume discretization approach
has been used extensively to solve incompressible ¯uid ¯ow and heat transfer pro-
blems. Any computational domain can be divided into a ®nite number of contiguous
nonoverlapping control volumes. Each control volume possesses its own grid. There
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are usually two kinds of grid arrangements: staggered grids and nonstaggered
grids. For the nonstaggered grids, vector variables and scalar variables are stored
at the same locations, while for the staggered grids, vector components and scalar
variables are stored at di� erent locations, being half a control-volume width apart
in each coordinate. Staggered grids are popular because of their ability to prevent
checkerboard pressure in the ¯ow solution. The use of nonstaggered grids
greatly reduces the required storage memory and shortens the computational time
in three-dimensional calculations, especially for unstructured=curvilinear body-
®tted grids. However, they are prone to produce a false pressure ®eldÐcheckerboard
pressure. For this reason, in the 1980s and before, nonstaggered grids were
rarely used in the primitive variable method for incompressible ¯ow. However, since
1983 the nonstaggered grid (or collocated grid) has been used more and more
widely, after Rhie and Chow [1] proposed a momentum interpolation method to
eliminate the checkerboard pressure and subsequent re®nements by Peric [2]
and Majumdar [3].

However, use of the original momentum interpolation (OMIM hereafter)
proposed by Rhie and Chow may present additional problems. Majumdar [4] and
Miller et al. [5] independently reported that solutions using the original Rhie and
Chow scheme are underrelaxation factor-dependent. An iteration algorithm was
proposed to remove the dependency [4]. Kobayashi et al. [6] presented a simple
technique to remove the problem of underrelaxation factor dependence of the results
by setting au = 1 in the cell-face velocity expression. Choi [7] found that the original
Rhie and Chow scheme is also time step size-dependent, and he proposed a modi®ed
scheme. He claimed that solutions from the modi®ed scheme are independent of time
step size. However, he did not show it mathematically as Majumdar did. Yu et al. [8]
observed that the solutions from Choi’s scheme are still time step size-dependent by a
numerical example. They further showed that a checkerboard pressure ®eld might be

NOMENCLATURE

AP, AE; AW,

AN; AS coe� cients in the ®nite-di� erence

equation

b source term

k thermal conductivity

L characteristic length of cavity

p pressure

P dimensionless pressure

s source term

Re Reynolds number

t time

T temperature

u, v velocity components in x and

y coordinates

U, V dimensionless velocity components

x, y spatial coordinates

X, Y dimensionless coordinates

a underrelaxation factor

G generalized di� usion coe� cient
Dx, Dy cell dimensions

m viscosity

r density
f general variable

t dimensionless time

Superscripts

0 previous iteration

l last time step

Subscripts

e, w, n, s cell faces

EE, E, W,

WW, P,

N, S grid points

T, u, v refers to energy equation, and u, v
momentum equations, respectively
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obtained for small time step size and underrelaxation factor when using the OMIM
of Rhie and Chow.

A more general pressure-correction algorithm for solution of incompressible
Navier-Stokes equations was proposed in [9]. In that algorithm the cell-face velo-
cities are evaluated by the linear interpolation of the two neighbor nodes. Rhie and
Chow’s scheme and various modi®ed versions can be considered, in principle,
a scheme to introduce a fourth-order dissipation into the pressure ®eld to damp out
the oscillation [10±12].

Performance comparisons between the staggered grid and nonstaggered
arrangements have been reported in [5, 13±15]. These results show that SIMPLE-like
algorithms on staggered grid and nonstaggered grid arrangements with the
momentum interpolation method provide similarly accurate results and similar
convergence rate. A new momentum interpolation was proposed in [16]. It was
reported that the new scheme gives more accurate results than the OMIM.

To remove the pressure oscillation, another approach called SIMPLEN was
proposed by Thiart [17, 18] and extended by Wang et al. [19]. This method is more
complicated to implement and di� cult to extend to a higher-order convective
scheme. Therefore, it has not been used so much as Rhie and Chow’s scheme.

In this article, comprehensive discussion will be made of the imple-
mentation of OMIM and new momentum interpolation methods will be
introduced. In what follows, the transport equations to be solved for the lid-
driven cavity ¯ow are presented ®rst. The original momentum interpolation
method is brie¯y reviewed next. Detailed discussion is made of the three con-
nections where interface velocities are needed. That the solution using Choi’s
scheme [7] is still time step size-dependent is analyzed. Two new momentum
interpolation methodsÐMMIM1 and MMIM2Ðare proposed. Then numerical
experiment results are presented to verify the above discussion. Finally, con-
clusions are drawn.

MATHEMATICAL FORMULATION

Consider a two-dimensional incompressible laminar heat and ¯uid ¯ow pro-
blem in a Cartesian coordinate with nonconstant properties. We have continuity
equation

q(ru)
qx

‡
q(rv)

qy
= 0 (1)

u-momentum equation

q(ru)
qt

‡
q ruu( )

qx
‡

q rvu( )
qy

= –
qp

qx
‡

q

qx
m

qu

qx

³ ´
‡

q

qy
m

qu

qy

³ ´
‡ su (2)

v-momentum equation

q rv( )
qt

‡
q ruv( )

qx
‡

q rvv( )
qy

= –
qp

qy
‡

q

qx
m

qv

qx

³ ´
‡

q

qy
m

qv

qy

³ ´
‡ sv (3)
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energy equation

q rT( )
qt

‡
q ruT( )

qx
‡

q rvT( )
qy

=
q

qx
k

qT

qx

³ ´
‡

q

qy
k

qT

qy

³ ´
‡ sT (4)

Equations (2)±(4) can be expressed in a general form:

q rf( )
qt

‡
q ruf( )

qx
‡

q rvf( )
qy

=
q

qx
G

qf

qx

³ ´
‡

q

qy
G

qf

qy

³ ´
‡ sf (5)

where u and v are the velocity components, f is any dependent variable (u, v, and T),
and t, r, G, and sf are time, density, di� usion coe� cient, and source term, respec-
tively. Note that for the continuity equation, f = 1, G = 0, and sf = 0.

The ®nite-volume method is used to discretize the governing equation. A
nonstaggered grid system in which all variables are stored at the center of the control
volume is used (Figure 1).

Integrating Eq. (5) over the control volume with bounded cell faces e, w, n, and s
surrounding center P, we have

r Dx Dy

Dt
fP – fl

P

¡ ¢
‡ ruf( )e– ruf( )w

£ ¤
Dy ‡ rvf( )n– rvf( )s

£ ¤
Dx

=
Ge

dxe

(fE – fP) –
Gw

dxw

(fP – fW)
µ ¶

Dy ‡
Gn

dyn

(fN – fP) –
Gs

dys

(fP – fS)
µ ¶

Dx

‡ (sc ‡ Spfp) Dx Dy (6)

where the superscript l refers to the previous time level, and Dx, Dy, dxe, dxw, dyn,
and dys are geometric lengths as shown in Figure 1. The di� usive term is discretized
by the central di� erence scheme and the source term is treated by linearization [20].
Many di� erent schemes have been proposed to discretize the convective term, such
as the ®rst-order upwind di� erence scheme, the second-order upwind di� erence

Figure 1. Nonstaggered grid arrangement.
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scheme, the central di� erence scheme, and the QUICK scheme [21]. The QUICK
scheme has been found to o� er solutions with high accuracy and have good stability
in the ®eld of computational heat transfer. Thus in the present study this scheme is
employed to discretize the convective term. According to Hayase et al. [22], the
formula for the QUICK scheme for a cell face e in Figure 2 can be expressed as

fe =
fP ‡ C‡

WfW ‡ C‡
P fP ‡ C ‡

E fE

¡ ¢
ue ¶ 0

fE ‡ C–
EEfEE ‡ C–

E fE ‡ C–
P fP

¡ ¢
ue < 0

(
(7)

where

C‡
W = –

DxP DxE

DxW ‡ DxP( ) DxW ‡ 2 DxP ‡ DxE( )
(8)

C ‡
P =

– DxW – DxP ‡ DxE( ) DxP

DxW ‡ DxP( ) DxP ‡ DxE( )
(9)

C–
P =

2 DxE ‡ DxEE( ) DxE

DxP ‡ 2 DxE ‡ DxEE( ) DxP ‡ DxE( )
(10)

C ‡
E =

DxW ‡ 2 DxP( ) DxP

DxW ‡ 2 DxP ‡ DxE( ) DxP ‡ DxE( )
(11)

C–
E =

DxP – DxE – DxEE( ) DxE

DxP ‡ DxE( ) DxE ‡ DxEE( )
(12)

C–
EE = –

DxP DxE

DxE ‡ DxEE( ) DxP ‡ 2 DxE ‡ DxEE( )
(13)

The cell dimensions DxW, DxP, DxE, and DxEE are shown in Figure 2. Similar
formulas can be written for the other three cell faces, w, n, and s. It is noted that on
the right-hand side of Eqs. (7), the ®rst term is the ®rst-order upwind di� erence

Figure 2. Grids in the x direction.
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scheme and the term in parentheses is the di� erence between the QUICK scheme and
the ®rst-order upwind scheme. The ®rst term is used to form the discretized equation
coe� cients and the term in parentheses is incorporated in the source term. This
approach was ®rst reported by Khosla and Rubin [23] and is often called the
deferred-correction technique in the literature. By using this technique, the resulting
discretized equation is always diagonally dominant. The advantages of this techni-
que have been addressed in [22].

The discretized continuity equation is

ru( )e Dy – ru( )w Dy ‡ rv( )n Dx – rv( )s Dx = 0 (14)

Substituting Eq. (7) for cell face e and similar formulas for the other cell faces
into Eq. (6) and rearranging, we obtain the ®nal discretized equation for any general
variable f as follows:

APfP = AEfE ‡ AWfW ‡ ANfN ‡ ASfS ‡ Al
Pfl

P ‡ bP (15)

where

AE =
GeDy

dxe

‡ max – ru( )e Dy; 0
£ ¤

AW =
GwDy

dxw

‡ max ru( )w Dy; 0
£ ¤

AN =
Gn

dyn

‡ max – rv( )n Dx; 0
£ ¤

AS =
Gs

Dys

‡ max rv( )s Dx; 0
£ ¤

Al
P =

r Dx Dy

Dt
AP = AE ‡ AW ‡ AN ‡ AS ‡ Al

P – sP Dx Dy ‡ Ab

Ab = ru( )e Dy – ru( )w Dy ‡ rv( )n Dx – rv( )s Dx

bP = sc Dx Dy ‡ b1

b1 = – max ru( )eDy; 0
£ ¤

fe – fP( ) ‡ max – ru( )e Dy; 0
£ ¤

fe – fE( )

– max – ru( )w Dy; 0
£ ¤

fw – fP( ) ‡ max ru( )w Dy; 0
£ ¤

fw – fW( )

– max rv( )n Dx; 0
£ ¤

fn – fP( ) ‡ max – rv( )n Dx; 0
£ ¤

fn – fN( )

– max – rv( )s Dx; 0
£ ¤

fs – fP( ) ‡ max rv( )s Dx; 0
£ ¤

fs – fS( )

(16)

where the term b1 results from the adoption of the deferred-correction procedure.
It should be noted that for the velocity components, u and v, the related pressure
gradient term is temporarily buried in the source term Sc. From Eqs. (14) and (16) we
can clearly see that the interface velocities (ue, uw, vn, vs) are used in three cases: in the
continuity equation; in the interface ¯ow rate computations for the determination of
the coe� cients in discretization equation; and in the mass residual Ab in the co-
e� cient AP. Ab is usually dropped, since divergence-free conditions are always
required for the velocity ®eld.

In order to slow down the changes of dependent variables in consecutive
solutions, an underrelaxation factor is introduced into the discretized equations as
follows [20]:
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fP =
af

AP

AEfE ‡ AWfW ‡ ANfN ‡ ASfS ‡ bP ‡ Al
Pfl

P

¡ ¢
‡ 1 – af

¡ ¢
f0

p

=
af

AP

AEfE ‡ AWfW ‡ ANfN ‡ ASfS ‡ BP( )

(17)

where the superscript 0 refers to the previous iteration and

BP = bP ‡ Al
Pfl

P ‡
1 – af

¡ ¢

af
APf0

p (18)

MOMENTUM INTERPOLATION AND DISCUSSION

Momentum Interpolation for Steady-State Problem

By taking out the pressure gradient term from the source term, Eq. (17) for
velocity component u at nodes P and E can be rewritten as

uP =
au

P
i Aiui ‡ BP

¡ ¢
P

AP( )P

–
au Dy(pe – pw)P

AP( )P

(19)

uE =
au

P
i Aiui ‡ BP

¡ ¢
E

AP( )E

–
au Dy(pe – pw)E

AP( )E

(20)

Mimicking the formulation of uE and uP, we can obtain following expression for the
interface velocity at the cell face e:

ue =
au

P
i Aiui ‡ BP

¡ ¢
e

AP( )e

–
au Dy(pE – pP)

AP( )e

(21)

where the terms on the right-hand side with subscript e should be interpolated in an
appropriate manner. The interface velocity at cell faces w, n, and s can be obtained
similarly, and in what follows discussion is given only for ue, for the sake of sim-
plicity.

In Rhie and Chow’s momentum interpolation, the ®rst term and 1=(AP)e in the
second term of Eq. (21) are linearly interpolated from their counterparts in Eqs. (19)
and (20):

P
i Aiui ‡ BP

AP

³ ´

e

= f ‡
e

P
i Aiui ‡ BP

AP

³ ´

E

‡ 1 – f ‡
e

¡ ¢ P
i Aiui ‡ BP

AP

³ ´

P

(22)

1

AP( )e

= f ‡
e

1

AP( )E

‡ 1 – f ‡
e

¡ ¢ 1

AP( )P

(23)

where f ‡
e is a linear interpolation factor de®ned as

f ‡
e =

DxP

2dxe

(24)

Equations (22) and (23) constitute the OMIM. Majumdar [4] reported that
solutions of steady-state problems from the Rhie and Chow OMIM are dependent
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on the underrelaxation factor. To eliminate this underrelaxation factor dependence,
an iteration algorithm was proposed by him to calculate the cell-face velocity for the
steady-state problem as follows:

ue =
au

P
i Aiui ‡ BP

¡ ¢
e

AP( )e

–
au Dy(pE – pP)

AP( )e

‡ 1 – au( )[u0
e – f ‡

e u0
E – (1 – f ‡

e )u0
P] (25)

Note that BP = bP ‡ [(1 – au)=au]APu0
p [Eq. (18)] for the steady problem. This

iterative implementation algorithm can achieve a unique solution that is independent
of underrelaxation factors, which will be demonstrated later. In order to have a
better understanding of Eq. (25), substituting [(

P
i Aiui ‡ BP)=AP]e from Eq. (22) and

[(
P

i Aiui ‡ BP)=AP]P, [(
P

i Aiui ‡ BP)=AP]E from Eqs. (19) and (20) into Eq. (25),
and omitting the term Al

Pul
P, we obtain

ue = [ f ‡
e uE ‡ (1 – f ‡

e )uP] ‡
– au Dy pE – pP( )

AP( )e
‡ f ‡

e
au Dy pe– pw( )E

AP( )E
‡ (1 – f ‡

e )

£ au Dy(pe– pw)
P

(AP )P

‡ (1 – au)[u0
e – f ‡

e u0
E – (1 – f ‡

e )u0
P]

8
<

:

9
=

;

(26)

Equations (25) and (26) are essentially equivalent. However, Eq. (26) separates
the interfacial velocity into two parts: a linear interpolation part and the additional
one. In the following, the meanings of the two parts and the roles of the interface
velocity will be discussed in detail.

Discussion 1: Roles of the Interface Velocity

The term in the ®rst set of brackets of Eq. (26) is the arithmetic-averaged
values (linear interpolation method) of two neighbor nodal velocities. The term in
braces can be regarded as a correction term, which has the function of smoothing
the pressure ®eld, and it is this term that may remove the unrealistic pressure ®eld.
In this regard, the above interface velocity plays a role of coupling between velocity
and pressure (coupling role). In addition, when the coe� cient of the discretization
equation is determined by whatever scheme, the interface velocity is also needed to
determine the ¯ow rate. Di� erent ¯ow rates at the cell faces will lead to di� erent
coe� cients, hence di� erent solutions. This is the scheme role of the interface velo-
city. And what was found by Majumdar in [4] is that in the OMIM the interface ¯ow
rate depends on the underrelaxation factor. Another important role of the interface
velocity is that it appears in the Ab of Eq. (16), which should be always near zero to
enhance the robustness of the solution procedure (mass balance role). Now comes a
very important but tough problem for the collocated grids: what is the exact
expression for the interface velocity? Unfortunately, for the collocated grid, there is
no strict way to determine the interface velocity [24]. We have to make some
compromise among the importance of three roles. First, the checkerboard pressure
®eld should be avoided, and for this purpose, OMIM is our choice. Second, the
solutions should be independent of the underrelaxation factor and the time step size,
thus the OMIM should be improved to meet this requirement, and this is one of the
major purpose of the present study. Third, for the discretization coe� cient, another
interpolation method (say, linear interpolation) may be adopted for the interface
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velocity, as has been done by Date [9]. However, this will violate mass balance in Eq.
(16), since momentum interpolation is used for the continuity equation. As we
mentioned before, the term Ab in Eq. (16) is usually dropped in the literatures. But
it cannot be dropped if the arithmetic mean velocities are employed to evaluate
the convective coe� cients. This is because the cell-face velocities calculated by
Eqs. (25)=(26) are enforced to satisfy the continuity equation, which makes the
arithmetic-mean cell-face velocities [the ®rst bracketed term in Eq. (26)] not satisfy
the continuity equation. Thus Ab should be retained. If we retain Ab, then the
coe� cient AP may be less than the summation of its neighbor coe� cients, an
important characteristic to ensure the convergence of the iterative solution proce-
dure of the algebraic equations. In addition, the existence of the Ab term actually
means that mass conservation is not satis®ed in the discretized equations for both
scalar and velocity variables, which may reduce the solution accuracy. On the other
hand, if the term Ab is dropped, the solution may also be a� ected, since for this case
the discretization equation is not exactly the one we expected by using the speci®ed
schemes. From the above analysis, it can be seen that for the interface velocity it is
better to use the same interpolation method in its three roles for the whole numerical
procedure.

Of course, the validity of the momentum interpolation depends heavily on the
basic assumptions adopted in the momentum interpolation, i.e., Eqs. (22) and (23). It
has been found that in the region with large pressure gradient the cell-face velocity
by momentum interpolation sometimes does not remain bounded between the two
neighbor nodal velocities [5]. We also observed such a phenomenon in the calcula-
tions of high-Reynolds=Rayleigh-number problems. This may be viewed as the
penalty we pay for some special cases when we use the momentum interpolation
method. In test 1 of the subsequent test section we compare the performance of three
practices (A, B, and C) in the computation of lid-driven cavity ¯ow. In practice A the
interface velocity determined by the MIM of Majumdar [Eq. (25)] is used for both
the continuity equation and the coe� cient of the discretization equation. In practice
B the MIM of Majumdar is used in the discretized continuity equation but linear
interpolation is used in the ¯ow rate for the coe� cient of discretized momentum
equation. In practices A and B the term Ab of Eq. (16) is dropped. Practice C is the
same as practice B except that in practice C the term Ab remains in the computa-
tional process. From our numerical experiments, speaking in general, the momentum
interpolation (actually, its improved version) is recommended for adoption for the
interface velocity in the three roles.

Discussion 2: Two New Momentum Interpolations for
Unsteady Problems

As mentioned above, Choi [7] reported that the solution using the original Rhie
and Chow scheme is time step size-dependent. He proposed a modi®ed Rhie and
Chow scheme for an unsteady problem as follows, which is quite similar to
Majumdar’s scheme for a steady problem:

ue = au

P
i Aiui ‡ bP

AP

³ ´

e

–
au Dy(pE – pP)

AP( )e

‡ 1 – au( )u0
e ‡

auA
l
e

AP( )e

ul
e (27)
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with

Al
e =

r dxe Dy

Dt
(28)

It is to be noted that the body-force term is neglected in this article for simplicity of
presentation. By a similar substititution process as the one for the Majumdar’s
interpolation, Eq. (25), Eq. (27) can be written equivalently as

ue = [ f ‡
e uE ‡ (1 – f‡

e )uP] ‡

– au Dy(pE – pP)
(AP )e

‡ f ‡
e

au Dy(pe – pw)E

(AP)E
‡ (1 – f ‡

e )

£ auDy(pe– pw)
P

(AP )P
‡ (1 – au)[u0

e – f ‡
e u0

E – (1 – f ‡
e )u0

P]

‡ auAl
e

(AP)e
ul

e – f‡
e

au(Al
P
)E

(AP )E
ul

E – (1 – f ‡
e ) au (Al

P
)P

(AP)P
ul

P

h i

8
>>>>><

>>>>>:

9
>>>>>=

>>>>>;

(29)

Choi claimed that using his modi®ed scheme the solution is independent of
time step size, and he showed it by a numerical example. We observed that his
monitored velocity value, Eq. (27), is still dependent on time step size, though the
di� erence is quite small. We believe that the observed slight di� erence is probably
not due to computational error, but arises from the scheme itself. We now show this
time step size dependency analytically as follows. For simplicity, we start our ana-
lysis from Eq. (27).

When a steady converged solution is reached, we have ue = u0
e = ul

e,
uE = u0

E = ul
E, and uP = u0

P = ul
P. Then Eq. (27) can be written as

ue = au

P
i Aiui ‡ bP

AP

³ ´

e

–
au Dy(pE – pP)

AP( )e

‡ 1 – au( )ue ‡
auAl

e

AP( )e

ue (30)

Then

ue =

P
i Aiui ‡ bP

AP

³ ´

e

–
Dy(pE – pP)

AP( )e

‡
Al

e

AP( )e

ue (31)

that is,

ue =
AP( )e[(

P
i Aiui ‡ bP)=AP]e – Dy(pE – pP)

AP( )e– Al
e

(32)

Similar to Eq. (22),
P

i Aiui ‡ bP

AP

³ ´

e

= f ‡
e

P
i Aiui ‡ bP

AP

³ ´

E

‡ (1 – f ‡
e )

P
i Aiui ‡ bP

AP

³ ´

P

=
f ‡
e (

P
i Aiui ‡ bP)E(AP)P ‡ (1 – f ‡

e )(
P

i Aiui ‡ bP)P(AP)E

(AP)P(AP)E

(33)

And from Eq. (23), we have

(AP)e =
(AP)P(AP)E

f‡
e (AP)P ‡ (1 – f ‡

e )(AP)E

(34)
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Substituting Eqs. (33) and (34) into Eq. (32), we obtain

ue =

f ‡
e

P
i Aiui ‡ bP

¡ ¢
E
(AP)P ‡ (1 – f ‡

e )
P

i Aiui ‡ bP

¡ ¢
P
(AP)E

£ ¤

– Dy[ f ‡
e (AP)P ‡ (1 – f ‡

e )(AP)E](pE – pP)
(AP)P(AP)E – ( f ‡

e (AP)P ‡ (1 – f ‡
e )(AP)E)Al

e

(35)

On the right-hand side of the expression, the parameters and variables are apparently
independent of underrelaxation factor au. That means ue is independent of au. Thus
the converged solution is independent of velocity underrelaxation factor. This con-
clusion is consistent with that in [4]. However, we can see that ue is dependent on
time step size Dt because Dt is included in the coe� cients (AP)P, (AP)E, and Al

e.
Therefore the converged solution is dependent on Dt. Furthermore, the function
between ue and Dt is nonlinear and complicated, hence no explicit variation trend
can be revealed between ue and Dt from Eq. (35). A numerical case in test 2 of the
subsequent test section is presented to verify our analysis.

In the literature, other interpolation schemes for the interface velocity may be
found. But to the knowledge of the present authors, no existing schemes can elim-
inate the e� ects of both the underrelaxation factor and time step size. For example,
Issa and Oliveira [25] proposed a modi®ed momentum interpolation in a dispersed
two-phase ¯ow simulation as follows:

ue =
au f ‡

e

P
i Aiui ‡ BP

¡ ¢
E
‡au 1 – f ‡

e

¡ ¢ P
i Aiui ‡ BP

¡ ¢
P
– au Dy PE – PP( )

f ‡
e (AP)E ‡ (1 – f ‡

e )(AP)P

(36)

This scheme has also been used successfully in the simulation of viscoelastic ¯ows
[26]. However, solutions by using this scheme are also underrelaxation factor- and
time step size-dependent.

The feature that the converged solution is dependent on time step size is
undesirable. It motivates us to propose a modi®ed scheme to eliminate such a
drawback.

In the following we propose a scheme to remove those e� ects, based on
Eq. (27) and Eq. (36). First, we interpolate the ®rst term on the right-hand side of
Eq. (27) as follows:

P
i Aiui ‡ bP

AP

³ ´

e

=

f ‡
e (

P
i Aiui ‡ b1)E ‡ (1 – f ‡

e )
P

i Aiui ‡ b1

¡ ¢
P

‡ [ f ‡
e (Sc)E ‡ (1 – f ‡

e )(Sc)P]dxe Dy

f ‡
e

P
i Ai

¡ ¢
E

‡ (1 – f ‡
e )

P
i Ai

¡ ¢
P

– [ f ‡
e (SP)E ‡ (1 – f‡

e )(SP)P]dxe Dy ‡ Al
e

(37)

where b1 is de®ned in Eq. (16).
Second, the denominator of the second and third terms in Eq. (27) is inter-

polated as follows:

(AP)e = f ‡
e

X

i

Ai

Á !

E

‡ 1 – f ‡
e

¡ ¢ X

i

Ai

Á !

P

– f‡
e (SP)E ‡ (1 – f‡

e )(SP)P

£ ¤
dxe Dy ‡ Al

e

(38)

Note that the discussions in the former section, ``Discussion 1,’’ have shown
that practice A is better to use. So in this section, practice A is used. Then (Ab)e in the
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coe� cient (AP)e has been dropped as shown in the above equation. Equation (27)
combined with Eq. (37) and Eq. (38) is our new scheme.

Then, substituting Eq. (37) into Eq. (27), we obtain

ue =
1

(AP)e

[ f‡
e (AP)EuE ‡ (1 – f‡

e )(AP)PuP]

‡ au[(f ‡
e (Sc)E ‡ (1 – f ‡

e )(Sc)P) dxe Dy

– f ‡
e (Sc)E DxE Dy – (1 – f‡

e )(Sc)P DxP Dy]

‡ au[– Dy(pE – pP) ‡ f ‡
e Dy(pe – pw)E

‡ (1 – f‡
e )Dy(pe – pw)P]

‡ (1 – au)[u0
e – f ‡

e u0
E – (1 – f ‡

e )u0
P]

‡ au[Al
eu

l
e – f ‡

e (Al
P)Eul

E – (1 – f ‡
e )(Al

P)Pul
P]

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

9
>>>>>>>>>>>>>>=

>>>>>>>>>>>>>>;

(39)

where (AP)e is determined by Eq. (38).
Now let us show that the above scheme for the interface velocity can make the

solution independent of time step size. When a steady converged solution is reached,
Eq. (27) changes into Eq. (32), as shown before. As for showing the dependency of
time step size of Choi’s interpolation scheme, we also use Eq. (32) to demonstrate the
independency of time step size of the above interpolation method. By substituting
Eqs. (37) and (38) into Eq. (32), we obtain

ue =

f ‡
e

P
i Aiui ‡ b1

¡ ¢
E
‡ (1 – f‡

e )
P

i Aiui ‡ b1

¡ ¢
P

‡ [ f ‡
e (Sc)E ‡ (1 – f ‡

e )(Sc)P]dxeDy – Dy(PE – PP)

f ‡
e

P
i Ai

¡ ¢
E
‡ 1 – f‡

e

¡ ¢ P
i Ai

¡ ¢
P

– f‡
e SP( )E‡ 1 – f ‡

e

¡ ¢
SP( )P

£ ¤
dxeDy

(40)

Since on the right-hand side of Eq. (40) all parameters and variables are independent of
underrelaxation factor au and time step size Dt, the converged solution is independent of
both au and Dt. For convenience, this scheme is called MMIM1 hereafter.

In [16], a quadratic interpolation formula (full QUICK scheme) was employed
to determine all the interface terms in Eq. (21). The scheme was called QMIM. For a
one-dimensional situation, the cell-face velocity is obtained from three consecutive
values: two neighbor nodes plus the adjacent node on the upstream side. It was
reported that QMIM can predict more accurate results than the OMIM scheme and
achieve a faster convergence rate. In the following we propose a new scheme in which
the interface quantity is obtained from four neighbor nodes, two upstream and two
downstream, hence it can be regarded as a fourth-order scheme. The interfacial
terms in Eq. (21) are interpolated as follows:

P
i Aiui ‡ bP

AP

³ ´

e

=

P
i Aiui ‡ b1

¡ ¢
e
‡ (Sc)e dxe Dy

P
i Ai

¡ ¢
e
– (Sp)e dxe Dy ‡ Al

e

(41)

X

i

Aiui ‡ b1

Á !

e

= CEE

X

i

Aiui ‡ b1

Á !

EE

‡CE

X

i

Aiui ‡ b1

Á !

E

‡ CP

X

i

Aiui ‡ b1

Á !

P

‡CW

X

i

Aiui ‡ b1

Á !

W

(42)
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Sc( )e = CEE Sc( )EE‡CE Sc( )E‡CP Sc( )P‡CW Sc( )W (43)

AP( )e =
X

i

Ai

Á !

e

– (Sp)e dxe Dy ‡ Al
e (44)

X

i

Ai

Á !

e

= CEE

X

i

Ai

Á !

EE

‡CE

X

i

Ai

Á !

E

‡CP

X

i

Ai

Á !

P

‡CW

X

i

Ai

Á !

W

(45)

SP( )e= CEE SP( )EE‡CE SP( )E‡CP SP( )P‡CW SP( )W (46)

where

CEE = –
DxW ‡ 2 DxP( ) DxP DxE

DxW ‡ 2 DxP ‡ 2 DxE ‡ DxEE( ) DxP ‡ 2 DxE ‡ DxEE( ) DxE ‡ DxEE( )
(47)

CE =
DxW ‡ 2 DxP( )DxP 2 DxE ‡ DxEE( )

DxW ‡ 2 DxP ‡ DxE( ) DxP ‡ DxE( ) DxE ‡ DxEE( )
(48)

CP =
DxW ‡ 2 DxP( )DxE 2 DxE ‡ DxEE( )

DxW ‡ DxP( ) DxP ‡ DxE( ) DxP ‡ 2 DxE ‡ DxEE( )
(49)

CW = –
DxPDxE 2 DxE ‡ DxEE( )

DxW ‡ DxP( ) DxW ‡ 2 DxP ‡ DxE( ) DxW ‡ 2 DxP ‡ 2 DxE ‡ DxEE( )
(50)

This scheme is called MMIM2 hereafter. For the cell face next to the boundary,
Eqs. (37) and (38) are used. Similar analysis shows that the solution using MMM2 is
independent of both the underrelaxation factor and time step size. A numerical case
in test 2 of the subsequent test section is presented to show that solutions from
MMIM1 and MMIM2 are independent of both the underrelaxation factor and time
step size.

TEST

The well-known lid-driven cavity ¯ow is used as a test problem as depicted in
Figure 3. The Reynolds number is de®ned by Re = rUlidL=m, where Ulid is the
velocity of the top moving wall and L is the length of the square cavity. The
dimensionless governing equations for the test problem are

qU

qX
‡

qV

qY
= 0 (51)

qU

qt
‡

qUU

qX
‡

qVU

qY
= –

qP

qX
‡

1

Re

q2U

qX2
‡

q2U

qY2

³ ´
(52)

qV

qt
‡

qUV

qX
‡

qVV

qY
= –

qP

qY
‡

1

Re

q2V

qX2
‡

q2V

qY2

³ ´
(53)
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Figure 3. Lid-driven cavity ¯ow.

Figure 4a. Velocity pro®les along the horizontal cavity centerline for practices A, B, and C using a 13613

uniform mesh: (a) Re = 100.
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Figure 4b– c. Velocity pro®les along the horizontal cavity centerline for practices A, B, and C using a

13613 uniform mesh: (b) Re = 1,000; (c) Re = 5,000.
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In the above equations, the following dimensionless variables are introduced:

t =
tUlid

L
X =

x

L
Y =

y

L
Re = rUlid

L

m

U =
u

Ulid

V =
v

Ulid

P =
p

rU2
lid

(54)

The discretized algebraic equations are solved by a line-by-line alternating
direction implicit (ADI) method. When the residuals for the continuity equation,
u-momentum equation, and v-momentum equation are less than 1:0 £ 10– 8, con-
vergence solutions are assumed to be achieved and calculations are terminated. The
mass residual is

Re sm = ru( )e Dy – ru( )w Dy ‡ rv( )n Dx – rv( )s Dx
­­ ­­

max
(55)

It should be noted that in Eq. (55), the interface velocity components are evaluated
by momentum interpolation.

The residual for a general variable f is de®ned as

Re sf =

�������������������������������������������������������������������������������������������������������������������������P
APfp – AEfE – AWfW – ANfN – ASfS – Al

Pfl
P – bP

¡ ¢2
q

�����������������������P
Apfp

¡ ¢2
q (56)

Test 1

For practices A, B, and C, calculations are made for Re = 100, 1,000, and
5,000. A uniform grid of 13 £ 13 meshes is used. Figure 4 shows the predicted
vertical velocity pro®les along the horizontal cavity centerline. The benchmark
solutions of Ghia et al. [27] are also shown. The comparisons show that practice A
is more accurate than practice B for the three Reynolds numbers. Practice C is
most accurate for Re = 100. But for Re = 1,000 and 5,000, the performance of
practice C is not as accurate as practice A. This is due to the nonconservation of
mass ¯ow rate in practice C. Further, we made calculations for Re = 5,000 with a
denser mesh, 25 £ 25. Figure 5 shows that the performance of practice C is much
worse than those of practices A and B, and practice A is better than practice B.
This indicates that nonconservation of mass ¯ow rate decreases accuracy greatly.
In addition, the nonconservation property may result in unphysical solution. We
can assume that the cavity walls are held at a constant temperature T = 1 and the
dimensionless conductivity is set as 1=Re. Then, by solving the energy equation,
we should obtain a uniform temperature ®eld T = 1. Figure 6 shows the tem-
perature pro®les along the horizontal centerline of the square cavity. It is clear that
practices A and B reach exact solution T = 1, but the solution from practice C is
quite unphysical . This is due to the term Ab, which can be considered as a false
source term due to nonconservation of mass ¯ow rate. From the above test we can
draw a conclusion: momentum interpolation is better to use in the three roles of
the cell-face velocities to achieve accurate numerical solution. In test 2, practice A
is used.
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Figure 5. Velocity pro®les along the horizontal cavity centerline for practices A, B, and C using a 25625

uniform mesh for Re = 5,000.

Figure 6. Temperature pro®les along the horizontal cavity centerline for practices A, B, and C using a

13613 uniform mesh for Re = 1,000.
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Test 2

As indicated above, the present authors reported by a numerical example that
solution using Choi’s scheme is still time step size-dependent [8]. Here a numerical
experiment for Re = 1,000 of the above problem is presented to further demon-
strate our analysis. Table 1 shows the numerical results with various time step sizes
and velocity underrelaxation factors by using Choi’s scheme. From Table 1, we can
see that the solutions are independent of velocity underrelaxation factor but
dependent on the time step size. The solution di� erence for various time step sizes
cannot be negligible. Our previous report [8] shows that the solution di� erences of
lid-driven cavity ¯ow at various time steps can be negligible for Re = 100 using a

Table 1. E� ects of underrelaxation factor and time step size on the converged solution using Choi’s

scheme. Calculations were carried out for a lid-driven cavity problem for Re = 1,000 with 12612 mesh.

The monitored velocity component u* is U(X = 0.65, Y = 0.65)

au;v

u¤

Dt
0.1 0.5 0.7

0.1 0.0712582 0.0712582 0.0712582

1 0.0676522 0.0676522 0.0676522

1030 0.0641703 0.0641703 0.0641703

Table 2. E� ects of underrelaxation factor and time step size on the converged solution using the MMIM1

scheme. Calculations were carried out for a lid-driven cavity problem for Re = 1,000 with 12612 mesh.

The monitored velocity component u* is U(X = 0.65, Y = 0.65)

au;v

u¤

Dt
0.1 0.5 0.7

0.1 0.0721523 0.0721523 0.0721523

1 0.0721523 0.0721523 0.0721523

1030 0.0721523 0.0721523 0.0721523

Table 3. E� ects of underrelaxation factor and time step size on the converged solution using the MMIM2

scheme. Calculations were carried out for a lid-driven cavity problem for Re = 1,000 with 12612 mesh.

The monitored velocity component u¤ is U(X = 0.65, Y = 0.65)

au;v

u¤

Dt
0.1 0.5 0.7

0.1 0.0750895 0.0750895 0.0750895

1 0.0750895 0.0750895 0.0750895

1030 0.0750895 0.0750895 0.0750895
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Figure 7a– b. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and

MMIM1 using a 13613 uniform mesh: (a) Re = 100; (b) Re = 1,000.
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Figure 7c. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and MMIM1

using a 13613 uniform mesh: (c) Re = 5,000.

Figure 8a. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and MMIM2

using a 13613 uniform mesh: (a) Re = 100.
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Figure 8b– c. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and

MMIM2 using a 13613 uniform mesh: (b) Re = 1,000; (c) Re = 5,000.
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Figure 9a– b. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and

MMIM2 for Re = 5,000: (a) 13613 uniform mesh; (b) 25625 uniform mesh.
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power-law scheme and a 22 £ 22 mesh. The present results shows that when a
coarser mesh and the QUICK scheme are employed for a higher Reynolds number,
the solution becomes sensitive to the time step size. Thus it is necessary to remove
this undesirable feature. Tables 2 and 3 show the numerical results using MMIM1
and MMIM2. It can be seen that the converged solution using these schemes is
independent of both relaxation factor and time step size. Figure 7 compares the
performance of the MIM of Majumdar [Eq. (25)] and MMIM1 for three Reynolds
numbers, Re = 100, 1,000, and 5,000. A uniform grid of 13 £ 13 mesh is employed.
It is clear that for Re = 100 and Re = 1,000, the performance of MMIM1 is
slightly more accurate. For Re = 5,000, the advantage of MMIM1 can be observed
more clearly.

Figure 8 shows comparisons of the predicted vertical velocity pro®les along
the horizontal cavity centerline for Reynolds numbers 100, 1,000, and 5,000 by
the MIM of Majumdar and MMIM2. A uniform grid of 13 £ 13 mesh is
employed. The comparisons show that more accurate results are predicted by the
MMIM2 scheme. The larger the Reynolds number, the larger is the di� erence
between the two schemes. The e� ect of grid number is studied for Re = 5,000.
Three sets of uniform grids (13 £ 13, 25 £ 25, and 39 £ 39 mesh) are used. The
results are shown in Figure 9. It is clear that MMIM2 achieves more accurate
results than MIM [Eq. (25)]. With the increase of grid number, the di� erence
between the two schemes becomes smaller. Figure 10 shows the results for
Re = 5,000 using a nonuniform 89 £ 89 mesh with a denser mesh near the walls. It
can be seen that the results predicted by the two schemes agree well with the
benchmark solution.

Figure 9c. Velocity pro®les along the horizontal cavity centerline for the MIM of Majumdar and MMIM2

for Re = 5,000: (c) 39639 uniform mesh.

MOMENTUM INTERPOLATION METHOD FOR COLLOCATED GRIDS 163



CONCLUSION

Momentum interpolation is better to use to evaluate the cell-face velocities not
only in the mass-source evaluation but also in the evaluation of coe� cients of the
discretization equation. Majumdar’s and Choi’s momentum interpolation methods
are underrelaxation factor-independen t but time-step size-dependent. Two new
interpolations, MMIM1 and MMIM2, are proposed in this study. Both the math-
ematical analysis and numerical examples show that the new proposed momentum
interpolations are independent of not only underrelaxation factor but also time step
size. Numerical simulation for lid-driven cavity ¯ow shows that the accuracy of
MMIM1 is similar to that of Majumdar’s scheme; and MMIM2 predicts better
results than Majumdar’s scheme when the grid is not ®ne as compared to the
benchmark solution.
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