Adaptive inner iteration processes in pressure-based method for viscous compressible flows

Jin-Ping Wang, Jian-Fei Zhang, Zhi-Guo Qu & Wen-Quan Tao

To cite this article: Jin-Ping Wang, Jian-Fei Zhang, Zhi-Guo Qu & Wen-Quan Tao (2018) Adaptive inner iteration processes in pressure-based method for viscous compressible flows, Numerical Heat Transfer, Part B: Fundamentals, 74:3, 603-622, DOI: 10.1080/10407790.2018.1515330

To link to this article: https://doi.org/10.1080/10407790.2018.1515330

Published online: 11 Dec 2018.
Adaptive inner iteration processes in pressure-based method for viscous compressible flows
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ABSTRACT

In some pressure-based methods, inner iteration processes are introduced to achieve efficient solutions. However, number of the inner iteration is fixed as 2 or 4 for different computations. In this paper, a mechanism is proposed to control inner iteration processes to make the number of inner iterations vary adaptively with different problems. The adaptive inner iteration processes are used in viscous compressible flows. Results reveal that by introducing inner iteration processes, computational efficiency is highly improved compared with that of the solution without inner iteration. In addition, adaptive inner iteration solutions have better robustness than fixed inner iteration solutions.

1. Introduction

In the existing numerical methods, density-based method is used traditionally for compressible flows. However, the performance of this method is not good for incompressible flow or low Mach number flow due to the slight change of density. Pressure-based method was devised originally for incompressible flows. As it can avoid the difficulties encountered in the density-based method, the pressure-based method is of great potential to be developed as a unified method for flows at different speeds.

SIMPLE algorithm is a famous pressure-based method, proposed initially by Patankar and Spalding [1] for incompressible flows, and it has been used in many researches. The two assumptions in SIMPLE algorithm result in a poor interconnection between pressure and velocity and a low convergence rate in calculations. To remove the first assumption in SIMPLE algorithm, SIMPLER algorithm was put forward, which improves the inherent interconnection between pressure and velocity [2]. After successful applications in incompressible flows, SIMPLE and SIMPLER algorithms have been extended for solving viscous compressible flows [3,4].

CLEAR algorithm was developed in 2004 to remove the second assumption in SIMPLE algorithm [5]. It is revealed that CLEAR algorithm can greatly enhance the convergence rate with reasonable robustness compared with SIMPLER algorithm in incompressible fluid flow [6]. With its success in incompressible flows, it was further extended for viscous compressible flows. Compared with SIMPLE algorithm, CLEAR algorithm can significantly enhance the convergence rate for subsonic, transonic, and supersonic flows at a small under-relaxation factor [7].
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IDEAL algorithm is a pressure-based method developed for incompressible flows [8], which overcomes the two assumptions in SIMPLE algorithm successfully and guarantees a close coupling between velocity and pressure. After its initial construction on a staggered grid system in 2D Cartesian coordinates, IDEAL algorithm was extended to staggered grid systems in 3D Cartesian coordinates, collocated grid systems in 3D Cartesian coordinates, and body-fitted collocated grid systems in 3D non-orthogonal curvilinear coordinates. It was illustrated that IDEAL algorithm is robust and efficient and can converge almost at any under-relaxation factor [9]. In spite of the good performances in incompressible flows, there is no report on IDEAL algorithm in compressible flows.

The success of IDEAL algorithm lies on two inner iterations for solving pressure equations. The first inner iteration process is to update the pressure field to improve solutions of momentum equation. The second inner iteration process is to improve velocity fields in order to guarantee the mass conservation. Numbers of the inner iterations are controlled by $N_1$ (for first inner iteration) and $N_2$ (for second inner iteration). In Sun’s study, $N_1$ and $N_2$ are fixed as 4 usually [8]. However, it is overestimated in some computations but underestimated in other computations.

In this paper, IDEAL algorithm is firstly extended for compressible flows. To ensure the stability of computations, pressure correction equations are solved instead of pressure equations in the inner iteration process. Based upon the two inner iteration processes in compressible IDEAL algorithm, a mechanism is proposed to achieve adaptive inner iteration processes. It is supposed that the number of inner iterations should vary with the calculation progress based on different problems in adaptive inner iteration processes.

The adaptive inner iteration processes are validated by classical compressible test models: flow over a bump and flow through a nozzle. The performance of adaptive inner iteration is compared with those of CLEAR algorithm (no inner iteration process) and IDEAL algorithm (fixed inner iteration processes).

In section 2, the governing equations of compressible flows and the discretization equations using FVM are presented. Implementation of the adaptive inner iteration processes is shown in section 3. The accuracy of the adaptive inner iteration is verified and its comparison with CLEAR and IDEAL algorithms is made in section 4. The conclusions are drawn in section 5.
2. Governing equations and discretization equations

2.1. Governing equations for compressible flows

The governing equation for two dimensional viscous compressible flows in the Cartesian coordinate is given as:

\[
\frac{\partial (\rho \phi)}{\partial t} + \frac{\partial (\rho u \phi)}{\partial x} + \frac{\partial (\rho v \phi)}{\partial y} = \frac{\partial}{\partial x} \left( \Gamma \frac{\partial \phi}{\partial x} \right) + \frac{\partial}{\partial y} \left( \Gamma \frac{\partial \phi}{\partial y} \right) - R\phi + S\phi \tag{1}
\]

In case of steady flows, the first item on the left side of the equation equals to zero. The symbols in Eq. (1) are listed in Table 1.

In addition, the state equation is included into the governing equation, which is written as:

\[ P = \rho RT \tag{2} \]

In pressure-based method, density is calculated from pressure:

\[ \rho = \frac{P}{RT} \tag{3} \]

2.2. Discretization equations

Finite volume method (FVM) is used to discretize the governing equations. The one-dimensional derivation process is taken as an example. It can be easily extended for two-dimensional and three-dimensional flows using the same methodology.

The momentum equation is discretized as,

\[
a_e u_e = \sum a_{nb} u_{nb} + A_e (p_p - p_E) + b \tag{4}
\]

\[
a_w u_w = \sum a_{nb} u_{nb} + A_w (p_W - p_p) + b \tag{5}
\]

where subscript \( e, w \) are the east and west interfaces of control volume \( P \), respectively (Figure 1). Node \( P \) lies at the center of the control volume. \( W, E \) are the neighbor nodes of control volume \( P \). \( b \) stands for the neighbors of the point to be solved. Efficient \( a \) includes the effects of convection and diffusion terms. \( A \) is the area where pressure difference affects, and \( b \) is the source term.

The discretized continuity equation is given by:

\[
\rho_e u_e A_e - \rho_w u_w A_w + \frac{\rho - \rho^0}{\Delta t} \Delta V = 0 \tag{6}
\]

where superscript 0 indicates the solutions from previous time step (unsteady flow) or previous outer iteration (steady flows). \( A \) denotes the area where the flow goes through. \( \Delta V \) is volume of a control.

Table 1. Symbols in different equations.

<table>
<thead>
<tr>
<th>Equations</th>
<th>Continuity</th>
<th>Momentum-u</th>
<th>Momentum-v</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>1</td>
<td>( u )</td>
<td>( v )</td>
<td>( T )</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>0</td>
<td>( \mu )</td>
<td>( \mu )</td>
<td>( \mu/Pr )</td>
</tr>
</tbody>
</table>

Figure 1. Control volumes, center nodes, and interfaces.
The temperature equation can be discretized into the following form:

\[ AP_T = \sum A_{nb} T_{nb} + b \]  

(7)

where \( A \) is coefficient that combines convection and diffusion effects.

The pressure correction equation is derived from discretized continuity and momentum equations. Pressure and velocity fields are updated from pressure correction. The derivation of pressure correction equation is shown as follows.

The discretized momentum equation of velocity \( u \) is rewritten:

\[ a_e u_e = \sum a_{nb} u_{nb}^{*} + A_e (p_p^0 - p_E^0) + b \]  

(8)

After solving Eq. (8), the velocity \( u^* \) is obtained.

The explicit discretized momentum equation is written:

\[ a_e u_e^{*} = \sum a_{nb} u_{nb}^{*} + (p_p^0 - p_E^0) A_e + b \]  

(9)

Subtract Eq. (8) from Eq. (9) to get:

\[ a_e (u_e^* - u_e) = [ (p_p - p_p^0) - (p_E^0 - p_E^0) ] A_e = (p_p - p_E) A_e \]  

(10)

where \( p_p^0 - p_p = p_p^0 \) and \( p_E^0 - p_E = p_E^0 \)

Rearrange Eq. (10) to give:

\[ u_e^{*} = (p_p - p_p^0) A_e / a_e + u_e^* = (p_p - p_p^0) d_e + u_e^* \]  

(11)

where \( d_e = A_e / a_e \)

Similarly, the velocity on west interface is given as:

\[ u_w^{*} = (p_w - p_p^0) d_w + u_w^* \]  

(12)

where \( d_w = A_w / a_w \)

The discretized continuity equation is rewritten as:

\[ \rho_e^{**} u_e^{**} A_e - \rho_w^{**} u_w^{**} A_w + \rho^{**} - \rho^0 \Delta V = 0 \]  

(13)

The following equation is defined:

\[ \rho^{**} = \rho^* + \rho' \]  

(14)

According to Eq. (3):

\[ \rho' = P' / RT \]  

(15)

Substituting Eq. (15) in Eq. (14), there is:

\[ \rho^{**} = \rho^* + P' / RT \]  

(16)

Substitute Eqs. (11)–(12), and (16) into Eq. (13) to get pressure correction equation:

\[ A_P P'_p = A_E P'_E + A_W P'_W + b \]  

(17)

Coefficients \( A_P, A_E, A_W \) are dependent on density scheme. The FUD density scheme [10] is used as an example:

In the case \( u > 0 \):

\[ A_P = \rho_e^* A_e d_e + \rho_w^* A_w d_w + \frac{1}{RT_P} u_e^* A_e + \frac{1}{RT_P} \Delta V \]  

(18)

\[ A_E = \rho_e^* A_e d_e \]  

(19)
\[ A_W = \rho_w^* A_w d_w + \frac{1}{RT_w} u_w^* A_w \]  
\[ b = \rho_w^* u_w^* A_w - \rho_e^* u_e^* A_e - \frac{\rho_e^* - \rho_0}{\Delta t} \Delta V \]  
(20)  
(21)

The items related to time disappear in solutions of steady flows. After solving the pressure correction Eq. (17), pressure is updated by:

\[ P^{**} = P^* + P' \]  
(22)

Density is calculated from the state equation:

\[ \rho^{**} = \frac{1}{RT} P^{**} \]  
(23)

or

\[ \rho^{**} = \rho^* + \frac{1}{RT} P' \]  
(24)

At this point, we get all the discretized equations for velocity, temperature, pressure, and density.

To ensure a convergent solution, the under-relaxation technique is utilized. The under-relaxation form of discretized equation is written as:

\[ \frac{A_P}{\alpha} \phi_p = \sum A_{nb} \phi_{nb} + b + \frac{1-\alpha}{\alpha} A_P \phi_p^0 \]  
(25)

where \( \phi \) stands for the variable to be solved. \( A \) are the coefficients, \( b \) is the source term. \( \alpha \) is the under-relaxation factor. Superscript 0 is variable from previous time step or previous outer iteration.

3. Derivation of adaptive inner iteration processes

In this part, two inner iteration processes for pressure correction equations are firstly presented in detail. Then, the implementation of adaptive inner iteration processes is written. At the end of this part, the overall procedure including adaptive inner iterations is shown in a flow chart.

3.1. Inner iteration processes for pressure correction equation

As shown in Eq. (8), the momentum equation is solved using pressure from the previous time step (unsteady flow) or previous outer iteration (steady flows), leading to a poor coupling between velocity and pressure. To solve this problem, the pressure correction equation is solved to update pressure field before the momentum equation is solved. The detail of the first inner iteration process for pressure correction is as follows:

The first inner iteration process:

\[ u_e^{0}, u_w^{0}, \rho^{0}, \text{ and } P^{0} \]  
which are obtained from initial fields or from the previous time step are used for computing the coefficients of pressure correction equation:

\[ A_P P^{1,1}_P = A_E P^{1,1}_E + A_W P^{1,1}_W + b \]  
(26)

where the first number 1 in the superscript means the first inner iteration and the second number 1 means the first time calculation.

After Eq. (26) is solved, \( P^{1,1} \) is used to update velocity and density using Eqs. (11), (12), and (24) which are rewritten as:

\[ tu_e^{1,1} = u_e^{0} + \left( \rho^{1,1}_e - \rho^{1,1}_E \right) d_e \]  
(27)
\[ u_{w}^{1.1} = u_{w}^{0} + \left( p_{W}^{1.1} - p_{p}^{1.1} \right) d_{w} \]  
\[ \rho^{1.1} = \rho^{0} + \frac{1}{RT} p^{1.1} \]  

Update coefficients and source term using \( \rho^{1.1}, u_{e}^{1.1}, \) and \( u_{w}^{1.1} \) to solve pressure correction equation for the second time:

\[ A_{p} P_{p}^{1.2} = A_{E} P_{E}^{1.2} + A_{W} P_{W}^{1.2} + b \]  

\( u_{e}^{1.2}, u_{w}^{1.2}, \) and \( \rho^{1.2} \) are updated using Eqs. (11), (12), and (24). The coefficients and the source term are calculated again with the updated velocity and density to solve pressure correction equation for the third time. \( n \) steps are repeated until the first inner iteration process ends, at which stage the pressure \( P^{*} = P^{1,n} \) is taken as the final pressure.

The intermediate density field is achieved from \( q_{c}^{3} = \frac{1}{RT} P^{3} \). The final density field could be obtained after the temperature equation is solved.

The pressure and density fields are improved after the first inner iterative process ends, making the coupling between velocity, pressure, and density better in the solutions of compressible flows.

The momentum equations with the improved pressure field are given as:

\[ a_{e} u_{e}^{*} = \sum a_{nb} u_{nb}^{*} + A_{e} (p_{p}^{*} - p_{E}^{*}) + b \]  
\[ a_{w} u_{w}^{*} = \sum a_{nb} u_{nb}^{*} + A_{w} (p_{W}^{*} - p_{p}^{*}) + b \]  

The implicit momentum equations are solved for intermediate velocity \( u_{e}^{*} \) and \( u_{w}^{*} \). The coupling between velocity and pressure is highly improved using the updated pressure instead of the pressure from assumed initial condition so that the efficiency and accuracy of calculations are optimized.

**The second inner iteration process:**

The velocity field obtained from Eqs. (31) and (32) could not in general satisfy the mass conservation. To make the continuity equation well satisfied, another inner iteration process is required.

\[ A_{p} P_{p}^{2.1} = A_{E} P_{E}^{2.1} + A_{W} P_{W}^{2.1} + b \]  

where the first number 2 in superscript stands for the second inner iteration, and the second number 1 means the first calculation in this iterative process. \( u_{e}^{*}, u_{w}^{*}, \) and \( \rho^{*} \) obtained from the previous step are used to calculate coefficients \( A \) and source term \( b \) of pressure correction Eq. (33).

Eq. (33) is solved for \( P^{2.1} \) which is then substituted into Eq. (11) and Eq. (12):

\[ u_{e}^{2.1} = \left( P_{p}^{2.1} - P_{E}^{2.1} \right) d_{e} + u_{e}^{*} \]  
\[ u_{w}^{2.1} = \left( p_{W}^{2.1} - p_{p}^{2.1} \right) d_{w} + u_{w}^{*} \]  

A new velocity field is generated to calculate coefficients and source term of the second pressure correction equation:

\[ A_{p} P_{p}^{2.2} = A_{E} P_{E}^{2.2} + A_{W} P_{W}^{2.2} + b \]  

After solving the pressure correction equation for the second time, the velocity field using expressions (11) and (12) is renewed. The coefficients and source term of pressure correction equation are calculated again with the updated velocity to solve the pressure correction equation for the third time.
The second inner iterative process is completed after repeating \( n \) steps. At this stage the velocity \( u_{2, n} \) and \( u_{w, n} \) are taken as the final velocity field.

The existence of the second inner iteration process is necessary for improving the accuracy of solutions. As shown in the work of reference [11], a minimum of two corrector steps is taken to legitimately obtain the velocity and pressure fields which satisfy the momentum and continuity equations. It is also suggested in the paper [12] that the pressure correction equation should be solved by two or three times to assure the continuity equation satisfied.

The temperature equation is solved in the implicit form after getting the final velocity:

\[
A_T T_P = A_E T_E + A_W T_W + b
\]

(37)

The temperature field \( T \) is obtained after Eq. (37) is solved.

The final density field is obtained from the state equation \( \rho^{**} = \frac{1}{RT} P^* \).

### 3.2. Implementation of adaptive inner iterations

In IDEAL algorithm, the number of first inner iteration and the number of second inner iteration are fixed as 4, which is not always appropriate for different computational cases. To solve this problem, a mechanism is proposed to control inner iteration processes so that the number of inner iteration changes with computational progress in different computations.

As the first inner iteration process is to solve pressure correction equations to get a reasonable pressure field, the residual norm of pressure correction equation is used to trace the error of the pressure correction equation.

The residual norm of pressure correction is written as (One dimensional form is taken as an example):

\[
R_P^{(n)} = \left\{ \sum \left[ (A_E P'_E + A_W P'_W + b - A_P P'_P)^{(n)} \right]^2 \right\}^{\frac{1}{2}}
\]

(38)

where superscript \( n \) stands for the \( n \)th time of calculation in the inner iteration. The first inner iterative process ends when the criterion \( R_P^{(n)} / R_P^{(0)} < 1 \) is satisfied.

The second inner iteration is to get velocity fields, which satisfy the continuity equation. The global mass residual is used to check the error of mass conservation.

The global mass residual (1-D) is written as:

\[
R_m^{(n)} = \sum \left( \rho u_e A_e - \rho_w u_w A_w + (\rho - \rho^0) \Delta V / \Delta t \right)^{(n)}
\]

(39)

where superscript \( n \) stands for the \( n \)th time calculation in the second inner iteration process. The second inner iterative process ends when the criterion \( R_m^{(n)} / R_m^{(0)} < 1 \) is satisfied.

If the criteria cannot be satisfied, a maximum number should be set in the procedure to avoid a limitless calculation. In the present work, the maximum number is set as 4 based on a number of tests.

By using this mechanism to control inner iteration processes, at least two inner iteration steps are conducted, which keeps the feature of iteration in the computation. At the same time, errors of the pressure correction equation and continuity equation are under surveillance and control.

### 3.3. Overall procedure

At this point, all the ingredients including adaptive inner iterations are available and reorganized as follows:

1. Velocity, pressure, temperature, and density fields are obtained from the initial condition or the previous time step.
2. Coefficients and source term of the pressure correction equation are calculated.
3. The first adaptive inner iterative process is conducted to update the pressure and density fields.
4. The momentum equation is solved to obtain the intermediate velocity field.
5. The coefficients and source term of pressure correction equation are renewed using the intermediate velocity and updated density.
6. The second adaptive inner iterative process is performed to generate the final velocity field.
7. The temperature field is achieved after solving the temperature equation.
8. The steps 2 through 7 are repeated until the convergence is obtained for steady compressible flows. Return to step 1 and repeat for unsteady compressible flows.

The flow chart of the procedure is shown in Figure 2.

4. Verification and comparison of adaptive inner iteration processes

In this section, the validity of the adaptive inner iteration processes is evaluated. To test the performance, a comparison is made with IDEAL and CLEAR algorithms.
4.1. Verification of the new algorithm

By solving the two dimensional viscous compressible flows (including flow over a bump and flow through a nozzle), solutions of the adaptive inner iteration processes are compared with experimental data and numerical results in literatures.

4.1.1. Two-dimensional viscous flow over a bump

Three different types of flows (subsonic, transonic and supersonic flows) in a channel with a circular arc bump are computed. The test cases were used by several researchers [13–15]. The width of the channel is equal to the length of the bump, and the channel length is equal to three times of the bump length. The thickness-to-chord ratio is 10% for subsonic and transonic flows and 4% for supersonic flow. The detail parameters of boundary conditions for these flows can be checked in the reference [7].

Subsonic flow:

Figure 3(a) presents the Mach number profile along the lower wall of the channel in subsonic flow. The agreement between the adaptive inner iteration solution and the result in the reference [16] is observed.

Figure 3(b) shows the predicted Mach number distributions in the present solution. The distributions are symmetric which confirms the expectation in this subsonic flow. The predictions match with those in the references [17–19].

Transonic flow:

The Mach number distributions for transonic flow are shown in Figure 4(a). It is seen that the distributions are asymmetric. The location of the shock is \( x \approx 1.72 \) which is almost identical to that in Date’s work [17].
Figure 4(b) displays the Mach number profiles along the bump wall and plane channel wall. The predicted maximum Mach number is 1.378, which is 1.41 in paper [16] and 1.332 in paper [17].

Figure 4(b) displays the Mach number profiles along the bump wall and plane channel wall. The predicted maximum Mach number is 1.378, which is 1.41 in paper [16] and 1.332 in paper [17].

**Figure 4.** Predictions in transonic flow over a bump using adaptive inner iteration processes. (a) Mach number distributions. (b) Mach number profiles along the bump wall and plane channel wall.

**Supersonic flow:**
Computations are performed for an inlet Mach number $M_{in} = 1.65$ in the flow over a bump. Figure 5 shows the Mach number profiles along the bump wall of the channel. Compared with the result in Moukalled and Darwish's work [16], the significant differences occur at the trailing edge of the bump and the channel exit, as seen in Figure 5. The relative error is 6.03% at the trailing edge and 5.41% at the channel exit.

**4.1.2. Two dimensional viscous flow through a nozzle**
The geometry of the nozzle is: the total length of the Laval is 11.56 cm; the half-height at the Laval throat is 1.37 cm; the half-height at the Laval inlet is 3.52 cm, and the half-height at the Laval exit is 1.49 cm. The stagnation pressure and temperature are prescribed at the inlet. A static-to-stagnation pressure ratio of 0.3367 is defined at the outlet.

Figure 6 shows the predicted solutions using adaptive inner iteration processes. The computed results are in good agreement with the experimental data along the centerline of the nozzle, as seen in Figure 6. The relative error is 5.64% between the predicted results and the experimental data [20].

From the above discussions, the validity of adaptive inner iteration is demonstrated. In the following part, the performance of adaptive inner iteration is tested.
4.2. Comparison of adaptive inner iteration with IDEAL and CLEAR algorithms

CLEAR and IDEAL algorithms are proved to be efficient and robust in the published work [7,8]. There exists no inner iteration processes in CLEAR algorithm while the inner iteration steps in IDEAL algorithm are fixed (Usually numbers of inner iterations is 4 for first inner iteration and 4 for second iteration). To evaluate the performance of the proposed adaptive inner iteration, a comparison with these two methods is made.

To facilitate the comparison, the time step multiple $E$ is introduced. The relation between $\alpha$ and $E$ is defined as:

$$E = \frac{\alpha}{1 - \alpha}, \quad (0 < \alpha < 1)$$

Figure 5. Mach number profiles along the bump wall in supersonic flow using adaptive inner iteration processes.

Figure 6. Pressure distribution along the nozzle centerline using adaptive inner iteration.
In this work, the range of under-relaxation factors is from 0.2 to 0.8, and the corresponding time step $E$ is from 0.25 to 4.0.

### 4.2.1. Two-dimensional viscous flow over a bump

**Subsonic flow:**

The computing time using adaptive inner iteration, IDEAL algorithm, and CLEAR algorithm in the solution of subsonic flow over a bump is presented in Table 2. The alphabet D in the table means “Divergent solution”. It is seen that solution of IDEAL algorithm is not convergent at an under-relaxation factor 0.7 or 0.8. The solutions of adaptive inner iteration and CLEAR algorithm are convergent in the whole region of under-relaxation factors, which illustrates the better robustness of adaptive inner iteration processes and CLEAR algorithm than IDEAL algorithm.

The comparison of computing time is shown in Figure 7. The average computing time is 28.05 s, 27.45 s, and 30.91 s using adaptive inner iteration processes, IDEAL algorithm, and CLEAR algorithm. Obviously, CLEAR algorithm is the most expensive program in this case.

To know how the number of inner iterations changes with computational progress in the adaptive inner iteration processes, variation of the inner iteration number during the computational progress at an under-relaxation factor of 0.8 is shown in Figure 8(a). It is seen that the number of first inner iteration stays as 3 and 4 for most of the time. The number of the second

<table>
<thead>
<tr>
<th>$E$</th>
<th>Adaptive inner iteration</th>
<th>IDEAL</th>
<th>CLEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2500</td>
<td>43.29</td>
<td>41.82</td>
<td>47.11</td>
</tr>
<tr>
<td>0.4286</td>
<td>33.48</td>
<td>32.60</td>
<td>43.49</td>
</tr>
<tr>
<td>0.6667</td>
<td>29.17</td>
<td>28.33</td>
<td>9.09</td>
</tr>
<tr>
<td>1.0000</td>
<td>27.85</td>
<td>26.88</td>
<td>32.26</td>
</tr>
<tr>
<td>1.5000</td>
<td>24.93</td>
<td>7.63</td>
<td>18.16</td>
</tr>
<tr>
<td>2.3333</td>
<td>18.86</td>
<td>D</td>
<td>33.28</td>
</tr>
<tr>
<td>4.0000</td>
<td>18.08</td>
<td>D</td>
<td>32.95</td>
</tr>
</tbody>
</table>

D: divergent solution.

**Table 2.** Computing time in subsonic flow over a bump using adaptive inner iteration, IDEAL algorithm and CLEAR algorithm.

![Figure 7. Comparison of computing time in subsonic flow over a bump.](image)
inner iteration stays as 2 and 4 in most of the cases. Based on the numbers from the adaptive inner iteration solutions, the number of first inner iteration is reset as 3 and the number of second inner iteration is reset as 2 in IDEAL algorithm at an under-relaxation factor 0.8. It is found that when changing the fixed times from (4,4) (the first 4 in brackets denotes the number of first inner iteration and the second 4 is the number of second inner iteration in IDEAL algorithm) to (3,2) at an under-relaxation factor 0.8, the solution of IDEAL algorithm becomes convergent, showing the importance of inner iteration numbers in compressible flow solutions. Figure 8(b) shows the convergence history for IDEAL(3,2) at \( \alpha = 0.8 \). The computing time is 18.56 s which is a little more than that of adaptive inner iteration solution.

Transonic flow:

The computing time using adaptive inner iteration, IDEAL algorithm, and CLEAR algorithm in transonic flow over a bump is counted in Table 3. The solutions of IDEAL algorithm are not convergent at an under-relaxation factor 0.5, 0.6, 0.7 or 0.8, implying the worst robustness of IDEAL algorithm among these three methods.

The CPU time of these three methods is re-presented in Figure 9. It can be observed that the procedure of adaptive inner iteration costs much less time than CLEAR algorithm in the full
range of the under-relaxation factors. The computing time of IDEAL algorithm is almost the same as that of adaptive inner iteration processes in its convergent range.

The average time cost by CLEAR algorithm, IDEAL algorithm, and adaptive inner iteration are 77.07 s, 53.43 s, and 47.43 s, respectively. Compared with CLEAR algorithm, the efficiency is improved by 62.5% using the adaptive inner iteration.

Figure 10(a) shows the variation of inner iteration numbers in the solution of adaptive inner iteration processes at an under-relaxation factor 0.5. The number of the first inner iteration is 4 at the most of time and the number of the second inner iteration varies from 2 to 4. Based on the results, the number of inner iterations in IDEAL algorithm is reset as 4 (first inner iteration) and 2 (second inner iteration). It is noted that the solution of IDEAL algorithm at an under-relaxation factor 0.5 becomes convergent by adjusting inner iterative numbers. Figure 10(b) shows the convergence history of this solution. The computing time cost in the solution of IDEAL (4, 2) is 44.69 s which is more than that of adaptive inner iteration solution, showing the advantage of adaptive inner iteration on computational efficiency.

**Supersonic flow:**

Table 4 shows the CPU time using adaptive inner iteration, IDEAL algorithm, and CLEAR algorithm in supersonic flow over a bump. It should be noted that the solution of IDEAL
The algorithm is convergent only at an under-relaxation factor 0.5 and divergent at other under-relaxation factors, showing the poor robustness of IDEAL algorithm in compressible supersonic flows.

Figure 11 presents the comparison of computing time by adaptive inner iteration and CLEAR algorithm. The red line of adaptive inner iteration is below the blue line of CLEAR algorithm which illustrates the higher computing efficiency of the adaptive inner iteration.

The average time is 10.74 s and 16.76 s for using adaptive inner iteration and CLEAR algorithm, respectively. Compared with CLEAR algorithm, the computational efficiency is improved by 56.1% using adaptive inner iteration.

Figure 12(a) shows variation of the inner iteration numbers in the adaptive inner iteration solution at an under-relaxation factor 0.2. It is seen that the number of first inner iteration is 2 and the number of second inner iteration is either 2 or 4. Based on the numbers, the inner iterative numbers in IDEAL algorithm is reset as 2 for the first inner iteration and 4 for the second inner iteration, and the convergence history is shown in Figure 12(b). The computing time in this case is 14.79 s which is a little more than that of adaptive inner iteration solution.
4.2.2 Two dimensional viscous flow through a nozzle

The computing time of the adaptive inner iteration, IDEAL algorithm, and CLEAR algorithm in the solutions of flow through a nozzle is presented in Table 5. The solution of IDEAL algorithm is not convergent at an under-relaxation factor 0.7 or 0.8. The solution of CLEAR method is divergent at an under-relaxation factor 0.8. The results suggest the best robustness of the adaptive inner iteration solution.

The comparison of computing time between adaptive inner iteration, IDEAL algorithm, and CLEAR algorithm in flow through a nozzle is shown in Figure 13. The adaptive inner iteration line is almost coincident with the IDEAL algorithm line, suggesting the nearly same computing time by using these two methods. The CLEAR algorithm line is on the top of the figure, illustrating the most expensive method in this case.

The average computing time is 23.30 s, 20.00 s, and 53.92 s by using adaptive inner iteration processes, IDEAL method, and CLEAR algorithm, respectively. Compared with solution of the CLEAR algorithm, 1.31 times computing time is saved by using adaptive inner iteration.

Figure 14(a) is the variation of inner iteration numbers in the adaptive inner iteration solution of flow through a nozzle at an under-relaxation factor 0.7. It is seen that the number of first inner iteration varies from 2 to 4 and the number of second inner iteration is 4. Based on the results, the inner iterative numbers in IDEAL algorithm is reset as 3 for the first inner iteration and 4 for the second inner iteration, and the convergence history is shown in Figure 14(b). The computing time in this case is 36.22 s, which is more than that of adaptive inner iteration.

<table>
<thead>
<tr>
<th>$E$</th>
<th>Adaptive inner iteration</th>
<th>IDEAL</th>
<th>CLEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2500</td>
<td>14.63</td>
<td>D</td>
<td>18.74</td>
</tr>
<tr>
<td>0.4286</td>
<td>9.44</td>
<td>D</td>
<td>19.97</td>
</tr>
<tr>
<td>0.6667</td>
<td>9.88</td>
<td>D</td>
<td>13.67</td>
</tr>
<tr>
<td>1.0000</td>
<td>8.50</td>
<td>7.50</td>
<td>13.34</td>
</tr>
<tr>
<td>1.5000</td>
<td>9.72</td>
<td>D</td>
<td>20.45</td>
</tr>
<tr>
<td>2.3333</td>
<td>11.20</td>
<td>D</td>
<td>14.84</td>
</tr>
<tr>
<td>4.0000</td>
<td>11.78</td>
<td>D</td>
<td>16.32</td>
</tr>
</tbody>
</table>

D: divergent solution.

Figure 11. Comparison of computing time in supersonic flow over a bump.
Table 5. Computing time in the flow through a nozzle using adaptive inner iteration, IDEAL algorithm and CLEAR algorithm.

<table>
<thead>
<tr>
<th>E</th>
<th>Adaptive inner iteration</th>
<th>IDEAL</th>
<th>CLEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2500</td>
<td>19.03</td>
<td>18.86</td>
<td>24.76</td>
</tr>
<tr>
<td>0.4286</td>
<td>16.26</td>
<td>16.27</td>
<td>33.13</td>
</tr>
<tr>
<td>0.6667</td>
<td>18.27</td>
<td>18.22</td>
<td>43.56</td>
</tr>
<tr>
<td>1.0000</td>
<td>21.59</td>
<td>21.56</td>
<td>63.18</td>
</tr>
<tr>
<td>1.5000</td>
<td>25.19</td>
<td>25.07</td>
<td>71.17</td>
</tr>
<tr>
<td>2.3333</td>
<td>29.25</td>
<td>D</td>
<td>87.73</td>
</tr>
<tr>
<td>4.0000</td>
<td>33.51</td>
<td>D</td>
<td>D</td>
</tr>
</tbody>
</table>

D: divergent solution.
5. Conclusions

The adaptive inner iteration processes based on pressure-based method for viscous compressible flows are presented with the number of inner iteration varying adaptively with computational progress based on different problems. This adaptive inner iteration is applied to the calculations of flow over a bump (subsonic, transonic, and supersonic flows) and flow through a nozzle. The results of these calculations amply demonstrate that the method is of good accuracy in compressible flows.

The performance of adaptive inner iteration in subsonic, transonic, and supersonic flows is compared with CLEAR algorithm (no inner iteration process) and IDEAL algorithm (fixed inner iteration (4,4)). In subsonic flow over a bump, IDEAL algorithm is not convergent at an under-relaxation factor 0.7 or 0.8. In the solutions of transonic flow over a bump, IDEAL algorithm is not convergent at an under-relaxation factor 0.5, 0.6, 0.7 or 0.8. The efficiency is improved by 62.5% using adaptive inner iteration compared with CLEAR algorithm. In supersonic flow over a bump, the solution of IDEAL algorithm is convergent only at an under-relaxation factor 0.5 and divergent at other under-relaxation factors. The efficiency is improved by 56.1% using the adaptive inner iteration compared with CLEAR algorithm. In solutions of flow through a nozzle, IDEAL algorithm is not convergent at an under-relaxation factor 0.7 or 0.8, and CLEAR method is divergent at an under-relaxation factor 0.8, but adaptive inner iteration solutions are convergent at all the under-relaxation factors.

From the above results, it is concluded that:

- The computational efficiency is highly improved by using adaptive inner iteration processes in compressible flows.
- In the compressible solutions of IDEAL algorithm (fixed inner iteration), several computations are not convergent. However, this issue is overcome by using adaptive inner iteration, which illustrates a good robustness.

Though the adaptive inner iteration processes are proposed based on IDEAL algorithm, the mechanism developed to control inner iteration processes depends on the features of iteration calculation and physical meaning of inner iterations processes. Therefore, the method to achieve adaptive inner iteration is not limited only for IDEAL algorithm. In any method where inner iteration processes exist, this mechanism can be used. Furthermore, the adaptive inner iteration processes can not only work for compressible flows, but also work well in incompressible flows.
The present work was supported by the National Natural Science Foundation of China [Grant No. 51206129] and the Foundation for Innovative Research Groups of the National Natural Science Foundation of China [Grant No.51721004].

**Reference**


