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An approach is proposed to predict the thermal contact resistance (TCR) of rough surfaces. The practi-
cal rough topography of surfaces is measured by a contour profiler and is reconstructed to numerically
analyze the mechanical and thermal contact performance. The studied material pairs are Ti-6Al-4V—Ti-
6Al-4V and C/C-SiC—high temperature ceramic (HTC). The TCR with air gap and vacuum gap conditions
are calculated. The approach is validated by the comparison with experimental results of surfaces with
the same topography at the same temperatures and loading pressures. The influence of thermal contact
conductance between real contact asperities on the TCR of rough surfaces is studied. The approach can
be used to predict TCR of different materials with different gap medium under different temperatures
and loading pressures. The results show that the real contact area increases approximate linearly, while
TCR decreases with the increasing pressure.
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1. Introduction

The measurement and prediction of thermal contact resistance
between engineering rough surfaces are very essential for a precise
thermal management. During the past decades, a lot of researches
about experimental measurements [1,2], theoretical [3,4] and nu-
merical [5-7] predictions have been carried out to study TCR.

For the experimental measurement of TCR, methods based on
both steady-state [1,2,8-12] and transient [13] heat flux can be
found in literatures. Madhusudana [2] analyzed the heat loss in
TCR measurement and proposed some suggestions to control the
uncertainty in experiments like a shield which can considerably
reduce the heat loss. Typically, the influence of vacuum [8] and at-
mosphere condition [12,14], high temperature (higher than 500 °C)
[10] and low temperature(lower than —173°C) [11] are widely
studied.

The prediction of TCR has three key steps: the generation of
rough surfaces, the contact deformation analysis and the heat
transfer calculation. The rough surfaces should be generated or re-
constructed first. The generation of surface roughness can be real-
ized by the statistical parameters like the mean and root-mean-
square of roughness [15-17] or its fractal characteristics [18,19].
However, too many assumptions adopted by these methods greatly
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weaken the reliability of TCR prediction models, and thus it would
be a better way to form rough surface models based on the mea-
sured real surface topography.

Based on the generated rough surfaces, the contact deforma-
tion analysis can then be conducted. Three states of deformation,
i.e. fully elastic, elastic-plastic and fully plastic deformation may
occur during the contact and this makes the contact mechanics a
very complicated topic. Greenwood and Williamson [20] proposed
a G-W model to describe the elastic deformation between rough
surface and rigid flat surface. Cooper et al. [3] established a fully
plastic deformation model to study the TCR between stainless steel
and Al Kogut and Etsion [21] presented a finite element model to
analyze the contact performance including the elastic-plastic defor-
mation between a sphere and a rigid flat. In general these excellent
works have the objective of obtaining the relationships of the real
contact status (real contact spot numbers, sizes, distributions, etc.)
with the loading pressure and surface characteristics.

With the real contact status obtained from the deformation
analysis, TCR can be acquired by calculating heat transfer prob-
lems. Two approaches can be used to calculate TCR of rough sur-
faces. The first one is based on the analysis of a single contact spot
and the related statistical analysis of the whole surface. For in-
stance, the TCR model of a single contact spot proposed by Cooper
et al. [3] is widely used by other researchers [4,22,23]. The sec-
ond approach is to numerically simulate the contact heat transfer
of rough surfaces. A multi-scale model of lattice Boltzmann and
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Nomenclature

A Nominal contact area, [m?]

E Elasticity modulus, [GPa]

b3, b4, l4s Length of “2-3”, “2-4” and “4-5" segments of

specimens, [mm]

P Pressure, [MPa]

P Measured pressure, [Mpa]

q Heat flux, [W/m?]

Rq Mean absolute deviation of roughness, [um]

Rq Standard deviation of roughness, [pm]

T Temperature, [°C]

TCR Thermal contact resistance, [K m2/W]

TCCs Real constant of element CONTA173, [W/(K m?)]
AT Temperature difference, [°C]

Uy, uy, u;  Displacement in x, y, z directions, [mm]

X ¥ z Cartesian axis directions, [mm]

finite difference method to conduct the contact thermal analysis of
rough surface is reported in [6]. Finite element models of both de-
formation analysis and the subsequent thermal analysis of rough
surfaces are also reported in [24-26].

In this paper, in order to improve the reliability of the TCR pre-
diction model, the rough surfaces of experimental specimens (Ti-
6Al-4V—Ti-6Al-4V, HTC—C/C-SiC) are measured by a white light in-
terference microscope, and the coordinates of the roughness are
imported to ANSYS to establish a finite element model to conduct
the contact deformation and thermal analysis. TCRs of four cases
with different temperatures and loading pressures for each mate-
rial pairs are experimentally measured based on steady state heat
flux method.

2. Numerical model
2.1. Computational region

Fig. 1 shows the computational region. The left picture of
Fig. 1 displays the schematic specimens of Ti alloy used in the
experiment. Each specimen is 48 mm in diameter and 52 mm in
height. T; -Tg are temperatures measured by temperature sensors
at different locations of the specimens. T, and Ts will be used
as the temperature boundary conditions in the numerical simula-
tion. The distances between the temperature sensors and the con-
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Fig. 1. Computational region.

tact interface are 42, 26, 10, 10, 26, 42 mm, respectively. The cross
section of the specimen is a circle. The computational region de-
picted by the thickest black lines as shown in the right part of
Fig. 1 consists of a central inscribed square (34 mm in width) and
four around rectangles (20.2 mm in length and 4.7 mm in width).
For the around rectangles, the angle between lines of the two outer
vertexes to the circle center is about 50° as shown in the fig-
ure. This formation enables them to be the largest inscribed rect-
angles of arches (the green transparent region) between the in-
scribed square and the circle, and the proving process will not be
presented in this work. The height of the computational model is
52 mm.

The loading pressure is measured by a pressure sensor located
on the top surface of the upper specimen (see Fig. 1) and is used as
the mechanical boundary conditions of the contact analysis. In or-
der to study the influence of the model height on the contact anal-
ysis, a model with a height of 84 mm (distance between T; and Tg)
is also established and the results indicate that the larger model
height has very little influence on the numerical results, e.g., the
difference of real contact area is less than 0.6% for a loading pres-
sure of 12.08 MPa.

It should also be noted that a reference location as shown in
Fig. 1 is marked to ensure the two specimens have the same rela-
tive position in the experiment measurement and numerical simu-
lation.

2.2. Rough surfaces

The two rough surfaces are measured by a white light inter-
ference microscope (Bruker Contour GT-K 3D Optical Microscope).
The measured data with appropriate data processing (only data
in computational region is needed) can be imported to ANSYS to
reconstruct its geometry. The “keypoints” (KPs) are created first
by the input data (x, y, z coordinates), and then non-planar ar-
eas (Coons patch) are created by the four adjacent KPs, and the
rough surface is finally reconstructed. The sampling length in this
work is 0.25mm. It is clear that a smaller sampling length will
present more details of the practical rough surface, however, at the
same time it will need more grids and computational time and the
increasing costs may make the simulation unable to run. On the
other hand, as we all know it is impossible to create a complete
model including all the surface details. In this condition what we
have done in this work is to establish a model contains as much
surface details as possible within our computational ability.

Fig. 2 shows the whole measured surfaces and the geometry
reconstructed in ANSYS. Both the upper and the lower specimens
are displayed. Fig. 2(a) is the surface of Ti alloy material pair, while
Fig. 2(b) is that of C/C-SiC and HTC material pair. The surface ge-
ometry in ANSYS is shown in the right part of each figure and the
height of the geometry is enlarged 300, 50 and 100 times for Ti al-
loy, C/C-SiC and HTC specimens, respectively to make the asperities
be easily observed. From the figure one can also find that the main
features, e.g. valleys of the surface are exhibited in the numeri-
cal model. The computational region of each specimen has about
25,000 data points.

The mean absolute deviation (R;) and standard deviation (Rq)
of the roughness of the lower Ti specimen are 2.62 and 3.30 pm,
for the upper Ti specimen are 3.01 and 3.79 um, for the upper C/C-
SiC specimen are 15.6 and 23.5 um, while that for the lower HTC
specimen are 10.1 and 13.2 um, respectively.

2.3. Model formation and meshing
Fig. 3 shows the numerical model. In the figure, Ayp and Ay,

are the upper boundary plane of the upper specimen and the
lower boundary plane of the lower specimen, respectively. Ayp
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Fig. 3. Numerical model.
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and Ay, are profile boundary planes of the upper specimen that
perpendicular to the x- and y-axis, respectively, while Ajy,; and
Ajowz are that of the lower specimen, respectively. Ayp1, Aup2, Alow1
and Aj,, each indicates a group of planes. One should be very
careful with the reconstruction of the rough surfaces to ensure the
two surfaces have the same relative position with that of experi-
mental conditions, i.e., typical regions like R; and R, of the lower
surface are corresponding to the R;’ and R,’ regions of the upper
surface as shown in Figs. 2 and 3, respectively.

According to the authors’ experiences in order to obtain a con-
verged solution the two surfaces should contact with each other at
a particular spot (where the contact first occurs during the real
contact process) at the initial state. In order to obtain this ini-
tial state, the created KPs of the two surfaces by the input data
should be translational moved along the height direction as shown
in Fig. 4. In the figure, the finer red dashed and solid lines indi-
cate the input and moved lower KPs, while the thicker blue lines
indicate that of upper KPs, respectively. z;(i) and z,(i) denote the
z coordinate values of the input and moved lower KPs, respec-
tively, while z;,(i) and zy(i) denote that of upper KPs. The KPs of
the lower surface should be translational moved downward first by
max(z;(i)) which is the maximum value of z;(i) and will have a z
coordinate value of zy(i), and then the upper KPs should be trans-
lational moved upward by max(z;(i)-z;,(i)), and finally we can have
the lower and upper KPs with z coordinate values of zy(i) and z(i)
as shown in Eq. (1), respectively. With these two translations the
two surfaces will contact with each other at a single spot as shown
in Fig. 4.

2y (1) = z; (i) — max(z; (i)) 1)
zu (1) = zjy (i) + max(z; (i) — ziy (i))

The meshed model is displayed in Fig. 5. The 3D structural
solid element SOLID45 with 8 nodes and its corresponding thermal
element SOLID70 are used to conduct the mechanical and ther-
mal calculations, respectively. SOLID45 has three degrees of free-
dom at each node, i.e., translations in x, y and z directions, while
SOLID70 has only one degree of freedom (temperature). These solid
elements have shape functions for 8-node brick elements as de-
scribed in [27]. The 3D 4-node surface to surface contact element
CONTA173 and target segment element TARGE170 are used to de-
fine contact area pairs. The shape function for 3-D 3-node trian-
gular shells without rotational degrees of freedom is adopted by
the contact element [27]. The contact elements are located on the
surfaces of underlying solid elements and have the same geomet-
ric characteristics with the connected surfaces. There are about
4,000,000 elements and 800,000 nodes. The numerical results that
are independent of grid numbers are obtained.

It should be noted that for most element types in ANSYS one
can find their corresponding element with the same shape func-
tions in other finite element method (FEM) software. Such as
SOLID45 and SOLID70 are corresponding to C3D8 and DC3DS8 in
ABQUS, respectively. Also, the reconstruction process of the rough
surfaces is definitely available for other software platform. There-
fore, the authors think that the approach presented in this work
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Fig. 5. Meshed model.

could be useful to not only ANSYS users but also those who try to
solve TCR problems with FEM.

2.4. Numerical method and boundary conditions

For the mechanical contact problem, the Gauss integration
points of contact elements are used as the contact status detec-
tion points. The augmented Lagrangian method is used as contact
algorithm in which the contact traction (i.e., the Lagrange multi-
plier) is updated iteratively until a converged result is obtained.
The contact convergence criterion is defined by a penetration com-
patibility value which is assumed to be 0.1 of the depth of under-
lying elements (i.e., the default value) in this work. A value of less
than 0.2 is recommended in ANSYS. A smaller penetration compat-
ibility value means a stricter convergence criterion. If the detected
penetration is smaller than the specified value, the contact com-
patibility is satisfied and the convergence of the contact deforma-
tion analysis can then be obtained with other additional converged
variables.

On the other hand, for the thermal contact problem, a "real
constant” of element CONTA173 is used to consider the thermal
contact conductance between two real contact asperities (a more
micro scale), i.e., the so-called “TCC”. The detailed information of
the “real constant” can be found in [27]. The conductive heat flux
transferred between the contacting surfaces is defined by TCC mul-
tiply with the temperature difference of the two surfaces. Accord-
ing to the definition, one can notice that a small value of “TCC”
means an imperfect thermal contact while a large value means a
perfect one. Detailed description can be found in [27]. In order to
distinguish the real constant from the thermal contact conductance
of the studied rough surfaces, the real constant “TCC” is denoted by
TCCs in this work. In this work the thermal contact between real
contact asperities is assumed to be perfect and TCCs is assumed
to be 1.0 x 10'2. Its influence (1.0 x 107~1.0 x 10'2) on TCR of the
rough surfaces is also studied and discussed in Section 4.

ANSYS Multiphysics is used to conduct the static contact defor-
mation and thermal analysis. The thermal contact resistance TCR
can be calculated by Eq. (2):

TCR =AT/q 2)

Table 1
Measured temperatures and loading pressures of experiments.

Material pairs Case numbers T, (°C) Ts (°C) Loading pressure
(MPa)
Ti-6Al-4VTi-6Al-4V  CASE A 197.8 118.0 227
CASE B 205.0 118.8 4.65
CASE C 208.5 118.5 7.78
CASE D 210.0 117.7 12.08
C/C-SiC—HTC CASE A 270.3 151.6 2.903
CASE B 337.2 181.2 3.489
CASE C 401.7 210.8 4.09
CASE D 464.3 2389 4.614
Table 2

Material properties at room temperature.

Materials Elastic modulus(GPa)  Poisson’s ratio  Yield strength(MPa)
Ti-6Al-4V  120.59 0.286 860
C/C-SiC 60 0.12 860
HTC 420.62 0.165 956

where AT is the temperature difference of the average temperature
of the two contact interfaces, while g is the heat flux flows through
the contact interface. g can be calculated by the heat flow Q, i.e.,
the sum of the heat flow of each node on the Ayp or Ay, divided
by the nominal contact area of the computational region, i.e., the
area of Ayp or Ajgy,.

The boundary conditions for the contact deformation analysis
can be described as:
Lower planes A,y : Ux = Uy=u,=0
Upper planes Ayp: uyx =uy, =0, P=Pm
Profile planes Ajpy; and Aypi: ux =0
Profile planes Ay, and Ayp,: uy=0

3)

where uy, uy, u; are displacement in x, y, z directions, respectively.
P is the pressure in z direction, and Py, is the pressure measured
by the pressure sensor. Ay, Aup...... are boundary planes shown
in Fig. 3.

The boundary conditions for the thermal analysis can be de-
scribed as:

Lower planes Ay : T=T,
Upper planes Ayp: T=Ts (4)
Profile planes Ajgy1.Aiow2, Aupt and Aypr: g =0

where T is the temperature, T, and Ts are the temperatures of dif-
ferent locations (see in Fig. 1) measured in the experiment. Four
cases (CASE A, B, C, D) of TCR for each material pairs are ex-
perimentally tested and their corresponding loading pressures and
measured T, and Ts are listed in Table 1.

2.5. Material properties

The Ti alloy studied in this work has a chemical composition
of Ti-6Al-4V, the C/C-SiC composite is fabricated by an 8-harness
woven pierced fabric solidifying with C and SiC matrix, while the
HTC is a ZrB, based high temperature ceramic. The mechanical and
thermal properties of these materials used in the calculations are
listed in Tables 2 and 3, respectively. A tangent modulus with a
value of 1/100 of elastic modulus is used to describe the bilinear
stress-strain curve of the material. The thermal-structural coupling
approach used in this paper is the so-called “load transfer method”
[27], i.e., the contact deformation is first calculated and the ther-
mal problem is then solved based on the deformed geometry, and
thus the temperature influence on the mechanical properties can
not be fully considered. At this condition, in the contact analy-
sis of Ti-6Al-4V specimen which has a different mechanical prop-
erty at different temperatures, the properties at the temperature of



Table 3

Material properties at different temperatures.

HTC
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(T, + Ts)/2 are used, and this seems to be effective if we consider
the small variation of mechanical properties and the possible nar-
row temperature distribution ranges of Ts~T,: the Elastic Modulus
and the Poisson’s ratio as shown in Table 3 have a largest fluctu-
ation of 6% and 5% in the temperature range of room temperature
(RT)~300°C, while the experimental measured T, and Ts as shown
in Table 1 has a largest range of 117°~210° (CASE D).

2.6. Heat transfer assumptions

In this work, the air in the gap of the two contact specimens
is steady, so the convective heat transfer is not considered, while
the air thermal conduction has to be considered. However, ANSYS
is unable to simulate the gap medium (between two surfaces, no
mesh) thermal conduction directly but can simulate the convective
heat transfer between the two surfaces. For the problem studied
in this paper, only the temperature and heat flux distributions in
the specimens rather than the gap are concerned. In this condi-
tion, the heat transferred by gap air conduction can be simulated
by the thermal convection between the two contact surfaces: if the
heat that transferred by the convection (in simulation) equals to
that transferred by air conduction (in real condition), the accurate
thermal contact resistance can be obtained. In this paper, the con-
vective heat transfer coefficient is calculated by the thermal con-
ductivity of air divided by the average length of the gap and this
ensures the simulated heat transfer (convection) equals to the real
heat transfer (conduction). The gap length is calculated by the dif-
ference of the average z-coordinates of nodes on the upper and
the lower contact interfaces. The thermal conductivities of air at
different temperatures are obtained from the appendix of [28]. In
addition, one can see that the simulation method discussed above
can also be used to calculate other gap medium conduction pro-
vided that the medium can be evenly distributed in the gap and
brings no extra contact resistance between the studied surfaces.

In this work, the influence of radiative heat transfer between
the two contact surfaces is not considered. In fact, one can easily
figure out that its influence can be negligible. Take HTC-C/C-SiC
material pair under boundary conditions of CASE D as an exam-
ple, the two surfaces can be assumed to have a surface emissivity
of 1 and a radiation view factor of 1. The calculated average tem-
peratures of the lower and upper interface are 443 and 414 °C, re-
spectively. In this condition the radiative heat transfer between the
two contact surfaces is about 2271 W/m2, which is only about 3%
of the numerically calculated heat flux flows through the contact
interface (68,000 W/m2). Moreover, the real radiation should have
less influence since the surface emissivity and radiation view factor
always have a value smaller than 1.

3. Experimental apparatus

The experiment system is shown in Fig. 6. The bottom sur-
face of the lower specimen is heated by a heat source. The pres-
sure can be imposed on the upper plane of the upper specimen
provided by a device composed of worms and gears as shown in
Fig. 6. A re-circulating cooler and a small heat exchanger made by
brass are used to obtain a steady thermal state. Around the spec-
imens are thermal insulation layers to maintain an approximate
one-directional heat transfer. The temperatures at each layer lo-
cations are measured by thermal couples. The temperature at the
two contact surfaces and the heat flux are deduced by the Fourier
heat conduction law with the measured temperature T; to Tg. The
TCR is then calculated by the temperature difference of the two
contact interfaces divided by the heat flux as described by Eq. (2).
For each measurement the thermal steady state is obtained. TCRs
at four cases for each material pairs are measured and the loading
pressure and the measured T, and Ts are listed in Table 1.
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A TCR prediction model should be validated by the comparison
with the corresponding experimental measurements at the same
conditions including the same surface topography, temperatures,
and loading pressures. In this work, as discussed above we can
keep the same temperatures and pressures, and almost the same
rough surfaces.

4. Results and discussion

The contact deformation and heat transfer characteristics are
discussed by the results of Ti alloy material pairs as shown in
Sections 4.1 and 4.2.

4.1. Contact analysis

Fig. 7 is the Von Mises stress distribution calculated with
boundary conditions of CASE D with a loading pressure of
12.08MPa. Figs. 7(a) and (b) show the results of the whole struc-
ture and the contact interface of the lower specimen, respectively.
The higher stress level can be observed in the region near the real
contact spots because the micro roughness leads to this kind of
stress concentration. The highest contact stress arises at the con-
tact interface is about 855 MPa. The area-weighted average stress
of the real contact area is about 489 MPa. Both values are much
greater than the loading pressure 12.08 MPa. On the other hand,
the real area of contact is only about 2.1% of the nominal contact
area. This means that the real contact only occurs between a few
asperity pairs as indicated by red dashed lines in Fig. 7(b). Mad-
husudana summarized and proposed in [29] that the real contact
area of most engineering surface is about 1 to 2% of the nominal
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Fig. 9. Temperature distribution.

area under 10 MPa loading pressure. Apparently the real contact
area obtained in the mechanical simulation of this work is reason-
able.

The main objective of mechanical contact analysis is to deter-
mine the real contact area and its distribution. According to many
previous works [30,31] we know that the real contact area has an
approximate linear relationship with loading pressure. This phe-
nomenon is also revealed by the numerical results of this work as
shown in Fig. 8 which displays the dimensionless real contact area
of CASE A with different loading pressures. The dimensionless real
contact area can be calculated by the real contact area divided by
the nominal area.

4.2. Thermal analysis

The thermal problems with gap air conduction and the vac-
uum atmosphere are considered. The temperature distributions of
CASE A with a loading pressure of 2.27 MPa are shown in Figs. 9
and 10, respectively. Figs. 9 (a) and (b) are the temperature distri-
butions of the whole volumes for conditions of air gap and vac-
uum gap, respectively. As shown in Fig. 9 the temperature distri-
bution calculated with air conduction is more uniform than that
of vacuum. The same phenomenon can be observed at the lower
contact interface as shown in Figs. 10(a) and (b). It should be
noted that Figs. 10(a) and (b) have different legend spans. The tem-
perature range for Figs. 10(a) and (b) are 158.5°C~160.8°C and
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152.9°C~188.1 °C, respectively. The narrower range strongly indi-
cates a much more uniform temperature distribution. This is ob-
viously due to the gap air conduction which brings about an en-
hancement of heat transfer between the two specimens.

Generally, the denser temperature contours means the stronger
heat transfer. The main real contact region is depicted by blue
dashed lines in Fig. 10. As shown in Fig. 10 the denser tempera-
ture contours and the lower temperature level can be observed at
the area adjacent to the real contact regions. For both air and vac-
uum atmosphere the heat transfer near the real contact regions is
greatly enhanced by the solid thermal conduction.

Figs. 11(a) and (b) show the temperature distribution of the
lower contact interface with loading pressures of 15 and 30 MPa,
respectively. The gap air conduction is considered in Fig. 11. It is
clear that lower temperature area (the real contact area) increases
with the increasing loading pressure. The temperature difference of

the two contact interfaces (upper and lower) under different pres-
sures are obtained as shown in Fig. 12. The temperature difference
decreases and the decreasing trend becomes slower with the in-
crease of pressure. As shown in Figs. 11 and 12, the heat transfer
between the two contact specimens is enhanced by the increasing
loading pressure and certainly will decrease the thermal contact
resistance.

4.3. Stress and temperature distribution of C/C-SiC and HTC pair

For C/C-SiC and HTC material pair, the stress and tempera-
ture distribution of the lower contact interface for four cases (see
Table 1) are shown in Figs. 13 and 14, respectively. The loading
pressure and the calculated real contact area for each case are
marked in each figure. With the increasing of loading pressure
from 2.903~4.614 MPa, the real contact area increases from 0.12%
to 0.19%. Compare with Ti alloy pair (see Fig. 8), the real contact
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Fig. 12. Temperature difference of contact interfaces.

area of C/C-SiC and HTC material pair has a smaller value and
a slower increasing trend. This may be due to the higher elas-
tic modulus of UHT and the lower Poisson’s ratio which means a
higher shear modulus of the two materials (see Table 2). As shown
in Fig. 14, the low temperature area of the contact interface in-
creases with the increasing loading pressure and real contact area.

4.4. Thermal contact resistance

4.4.1. The influence of TCCs and loading pressures

As discussed above, a “real constant” of element CONTA173, i.e.,
TCCs is used to simulate the thermal contact conductance of real
contact asperities. Three values of TCCs, 1.0 x 107, 1.0 x 10° and

o/kPa
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1.0 x 1012, are used in the calculation of Ti alloy material pair to
clarify its influence on TCR. In order to save time a smaller compu-
tational region Ay as shown in Fig. 15 is selected to do this study.
The area of A; is 1/16 of the inscribed square. The correspond-
ing results of different TCCs values with CASE A boundary condi-
tions (different loading pressures) can be seen in Fig. 16 as dashed,
short dashed and solid lines, respectively. The enlarged figure in
Fig. 16 shows the deviation of the three cases. It can be found that
the influence of TCCs on the problem in this work can be negligi-
ble with a largest derivation of smaller than 3%. In this paper, the
results discussed later have a TCCs value of 1.0 x 10'2, Although as
shown in Fig. 16 the influence of TCCs becomes larger while the
pressure increases, under a lower pressure which means a smaller
real contact area, its influence can be negligible. However, as a
matter of fact its influence is also closely related to the material
properties and the gap medium properties. So in order to deter-
mine an appropriate value of TCCs it would be a better way to
conduct some comparison calculations. With an appropriate TCCs
value, the approach presented in this work can be applied to a rel-
atively wide range of loading pressures.

Fig. 17 shows the thermal contact resistance obtained by CASE
A with different loading pressures of Ti alloy pairs. The black line
with square symbols is the results of air gap, while the blue line
with circle symbols is the results of vacuum gap. In order to dis-
play two lines in one figure the logl0 type coordinates is used.
As shown in the figure the TCR obtained by the vacuum gap is
much larger than that of air gap, and the difference decreases
from 99% to 84% with the pressure increases from 0.5 to 30 MPa.
This is because the heat transferred between real contact asperi-
ties plays a more important role under a higher loading pressure
which means a larger real contact area. From the two lines one
can see that the TCR decreases and the decreasing tendency slows
down with the increasing pressure. The TCR with air gap decreases
from about 4.3 x 1074 to 5.2 x 10~ (K m?2/W), while that of vac-

Lower contact interface
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Fig. 13. Stress distribution of lower contact interfaces for HTC—C/C-SiC.
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Lower contact interface (Air gap)

Fig. 14. Temperature distribution of lower contact interfaces for HTC—C/C-SiC.
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—8—Case A TCCs=1e"” Fig. 17. Thermal contact resistance of Ti alloy pairs.
p uum from about 5.1 x 1072 to 3.3 x 10~* as the pressure increases
2.4x10 1 from 0.5 to 30 MPa. It is obvious that the TCR with vacuum con-
ditions decreases more quickly which means more sensitive to the
loading pressure than air conditions.
1.6x10" 1
> 4.4.2. The comparison with experimental results
The thermal contact resistance of Ti alloy pairs, and C/C-SiC and
8.0x10° - HTC pairs for CASE A, CASE B, CASE C and CASE D are experi-
. mentally measured. The measured temperatures and pressures are
listed in Table 1. The measured and the calculated TCR are listed

0

T

5

T T
10 15 20

Loading pressure (MPa)

Fig. 16. TCR of the computational region A; for Ti alloy pairs.

in Table 4. As can be found in the table that the experimental and
numerical results have a relatively good agreement with a largest
difference of 19.4% and 36.9% for Ti-6Al-4V—Ti-6Al-4V and HTC—
C/C-SiC, respectively. Considering the complicated mechanism of
the contact heat transfer this kind of difference can be acceptable.
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Table 4

Measured and the numerically calculated thermal contact resistance.

Material pairs

Case numbers

TCR(Num.) (Km?/W)  TCR (Exp.) (K m?/W)

Difference (%)

Ti-6Al-4V—Ti-6Al1-4V ~ CASE A 0.000255
CASE B 0.000187
CASE C 0.000143
CASE D 0.000108

C/C-SiC—HTC CASE A 0.000596
CASE B 0.000527
CASE C 0.00047
CASE D 0.000427

0.000315 -19.4
0.000185 1.08
0.000153 -6.5
0.000134 -19.4
0.000762 -21.8
0.000568 -72
0.000405 16.0
0.000312 36.9

1

In addition, the model established in this work has less assump-
tion about the rough topography of the contact surfaces than most
of the available literatures and improves the reliability of the pro-
posed approach.

With the enough accuracy and reliability we can conclude
that this approach can be used to calculate thermal contact re-
sistance of rough surfaces with different environment conditions
(temperature, pressure and gap medium) and surface topogra-
phy (micrometer-scale). In addition, the medium between the two
specimens should have some characteristics: it should be evenly
distributed in the gap and there should be no extra contact resis-
tance between the medium and the studied surface.

5. Conclusions

An approach is proposed to predict the thermal contact resis-
tance based on the practical rough surfaces in this work. The rough
topography of contact surfaces is measured by a surface profiler
and used to establish a numerical model to study the contact me-
chanical deformation and heat transfer and to finally calculate the
thermal contact resistance of rough surfaces with an air gap and a
vacuum gap, respectively. Two pairs of materials Ti-6Al-4V—Ti-6Al-
4V and HTC—C/C-SiC are studied. The influence of thermal contact
conductance between two real contact asperities is analyzed. The
approach is validated by a good agreement between the numerical
and the experimental results with the same temperature, pressure
and surface topography. The numerical results indicate:

1. The proposed approach can be used to predict the thermal
contact resistance of micrometer-scale rough surfaces under
different temperatures and loading pressures, and different
gap mediums provided that it can be evenly distributed in
the gap and brings no extra contact resistance between the
studied surfaces.

2. The influence of thermal contact conductance between real
contact asperities increases with the increasing loading pres-
sure and an appropriate value should be determined by
comparison calculations.

3. The thermal contact resistance decreases while the tendency
slows down with the increase of the loading pressure. The
thermal contact resistance obtained in air condition is much
smaller and also less sensitive to the variation of loading
pressures than that of vacuum gap condition.
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