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单相浸没冷却数据中心的多尺度模型研究
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摘要:针对传统冷却方法难以有效应对数据中心高功率密度散热需求,以及局部热点问题易导致设

备性能下降和可靠性降低等问题,提出并发展了数据中心单相浸没液冷多尺度数值模型。首先,由单

相浸没服务器详细模型得到服务器阻力曲线;然后,利用边界条件在不同层级间的传递方式,构建单

相浸没冷却数据中心的多尺度仿真模型;最后,采用准确性经过验证的多尺度模型,研究了不同浸没

腔体流量分配方式对多尺度模型的影响。数值结果表明:所构建的模型显著降低了计算复杂性和资

源要求;相较于异侧出入口方式,采用分配腔+分配歧管方式,得到的流量分配不均匀性降低了

74.67%,芯片节点温度降低了3.71℃;芯片节点温度随腔体进口液体温度呈正比线性变化,与腔体

入口速度呈负增长关系,实现了数据中心浸没腔体级到芯片级完整的仿真链路。
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Abstract:Toaddressthechallengestraditionalcoolingmethodsfaceineffectivelymanagingthe
highpowerdensityheatdissipationdemandsofdatacenters,aswellasissuessuchaslocal
hotspotsthatcanleadtodecreasedequipmentperformanceandreliability,amultiscalenumerical
modelforsingle-phaseimmersioncoolingindatacentersisproposedanddeveloped.First,

resistancecurvesforserversarederivedfromdetailedmodelsofsingle-phaseimmersionservers.
Then,a multiscalesimulation modelforsingle-phaseimmersioncoolingindatacentersis
constructedthroughtransferringboundaryconditionsacrossdifferentlevels.Finally,theeffects
ofdifferentflowallocationmethodsinimmersionchambersonthemultiscalemodelarestudied
usingthevalidated multiscalemodel.Numericalresultsindicatethattheconstructed model
substantiallyreducescomputationalcomplexityandresourcerequirements.Comparedtothe
“opposite-sideinlet-outlet”method,theuseofa“distributionchamber+manifold”methodleads
toa74.67%reductioninflowdistributionunevennessandachipnodetemperaturedropof3.71℃.
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Moreover,thechipnodetemperatureisproportionaltotheinletliquidtemperatureofthe
chamberandinverselyrelatedtotheinletliquidvelocity,thusachievingacompletesimulation
chainfromtheimmersionchamberleveltothechiplevelindatacenters.
Keywords:datacenter;single-phaseimmersioncooling;multiscalemodel;flowdistribution;

chipjunctiontemperature

  信息技术领域的快速发展给计算领域带来了新

的挑战[1-2]。数据中心的冷却能源需求在过去几年

中显著增长[3]。预计到2030年,数据中心的能源消

耗将占全球电力生产的13%[4],其中总能耗的30%
~50%用于冷却[5]。因此,快速有效地冷却服务器

已成为数据中心的首要任务。目前,大多数数据中

心仍然依赖传统的空气冷却方法,但已无法满足日

益增长的冷却需求[6]。液体冷却技术具有较强的热

传递能力,使得其在数据中心的应用中日益受到

关注。
在单相浸没液体冷却中,将服务器浸入一个密

封腔体,与腔体中的冷却流体进行热传递。冷却流

体在整个冷却过程中保持液态,然后热流体被推到

腔体外部的热交换器进行冷却,最后再循环回到储

罐中[7]。单相浸没液冷能够支持更高的计算密度,
有能力从密集打包的服务器中移除更多的热量,确
保设备在高密度环境下的稳定运行。Pambudi等[8]

的研究表明,入口温度为45℃时,数据中心电能使

用效率(PUE)最低达到1.03。Qiu等[9]、冯帅等[10]

以及Sun等[11]的研究也证实了浸没式液冷相较于

传统冷却方式的优越性。
在基于浸没冷却散热原理的研究中,Chhetri

等[12]采用回归模型,建立了浸没条件下芯片温度、
功耗和流体流量之间的回归方程。Lionello等[13]结

合实验研究,计算了浸没冷却过程各组件的能量传

递和功率耗散。在系统优化方面,Huang等[14]建立

了一个单服务器三维数值模型,发现使用泵驱动模

式时,冷却液的平均温度和中央处理器(CPU)的峰

值温度分别降低了55.5%、40.0%,且PUE降低了

11.6%。Kuncoro等[15]采用田口方法,研究了进出

口位置、入口速度对CPU 温度的影响。关于结构

和流动路径的优化,Cheng等[16]研究了液体冷却剂

在3种不同循环速度下单相浸入式冷却系统的冷却

效果,观察到在低流量下冷却液停滞且热传递不均

匀。Qi等[17]在服务器中添加带有长槽和方孔的流

量分配器,结果表明,流量分配器使热点最大温度比

无流量分配器的模块低4~8℃。Pambudi等[8]在

不同强制对流流量下对两种类型的电介质液体展开

浸没冷却实验研究,表明浸没冷却的温度比传统冷

却方法低13℃。
上述研究均基于较少(少于5个)浸没服务器的

浸没冷却研究,而在实际液冷数据中心,为了提高冷

却的功率密度,通常一个浸没腔体包含的服务器个

数均大于10。当研究对象从1个浸没腔中的少量

(少于5个)服务器扩展到大规模部署时,将有以下

影响:①由于服务器数量增多,造成发热量增大且腔

体内部散热功耗分布不均,从而导致温度分布不均

匀,更易形成局部热点;②服务器增多使得冷却液流

动分布不均匀性增大;③为了提升系统冷却的功率

密度和空间利用率,各服务器之间在腔体中的间隔

距离通常为5cm,因此当服务器个数增多时,各服

务器散热的交互影响不能忽略,温度场和流场耦合

作用更加复杂。以上这些因素使得传统的基于少量

服务器的研究结论难以直接推广到实际大规模应用

场景中。
在对多个服务器浸没腔体的研究中,Liu等[18]

将服务器简化为多孔介质模型,对液冷腔体单相浸

没冷却性能进行优化和综合评价的数值研究。Li
等[19]对液冷腔体性能开展实验研究,探讨了入口温

度、冷却液流量和服务器负载比对液冷腔体性能的

影响。液冷数据中心与风冷数据中心多尺度模型类

似[20],由于长度变化范围较大,其冷却过程在几何

学上具有多尺度的特点,一般分为芯片尺度、服务器

尺度、浸没腔体尺度。数据中心的运行导致几乎所有

的电能都转化为热能,且数据中心冷却系统也呈现出

明显的多尺度特性。因此,为降低数据中心的冷却能

耗,需要建立多尺度模型,进一步考虑服务器内部芯

片产生的热量如何被浸没腔体的冷量冷却。
本文由数据中心液冷服务器详细三维模型的仿

真结果,得到数据中心服务器的相关参数,从而构建

数据中心液冷浸没腔的散热模型,完成数据中心服

务器单相浸没冷却过程的多尺度数值模拟,研究了

浸没腔体液流组织对服务器发热器件的散热影响。
建立的多尺度模型既可以考虑热量在芯片级上的分

布,也可以考虑浸没腔级的冷却流体组织对温度分

布的影响,是优化数据中心冷却效果的关键技术,可
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为下一代数据中心设计并部署一个高效的冷却系统

提供解决方案。

1 多尺度模型构建

如图1所示,单相浸没冷却数据中心液冷机房

主要由浸没冷却腔、浸没服务器及冷却系统组成,其
房间级、浸没腔级、服务器级与风冷机房类似,在几

何尺寸上呈现多尺度的特点。然而,风冷机房中各

机柜是相互影响的,机房气流分布也受到机柜摆放、
机柜结构、冷热通道布置的影响。单相浸没液冷机

房中每个浸没腔体是独立的,各腔体的热量由冷却

水带走,各腔体的相互影响可以忽略。因此,对于单

相浸没冷却数据中心多尺度模型的研究仅涉及浸没

冷却腔体到浸没服务器级。

图1 单相浸没液冷数据中心的多尺度模型

Fig.1 Multiscalemodelofsingle-phaseimmersioncooling

  图1浸没腔体中包含15台服务器,服务器模型

由开放计算项目中的Olympus服务器详细模型简

化得到,包含2个CPU散热组件、24个双列直插内

存模 块(DIMMs)单 元 和1个 平 台 控 制 器 中 枢

(PCH)组件。为保证更多液体从服务器内部流过,
采用密封板对服务器之间的间隙进行密封处理。研

究所采用的冷却液为FC-40单相冷却液,其导热系

数为0.065W/(m·K)。

CPU散热器组件包括各发热元件以及由嵌入

式铝制基底和平肋片组成的集成散热器。选用网格

热阻模型模拟双热阻芯片封装模型,主要封装热阻

包括芯片节点到壳体的热阻Rja、节点到壳体的热阻

Rjc、芯片节点到印刷电路板的热阻Rjb[21]。由于Rja
很难应用于芯片节点温度的计算,因此在实际应用

时,更多地采用节壳热阻Rjc和节板热阻Rjb评价器件

的散热能力。选用FF665封装型号的芯片热阻值进

行模拟[22],其中Rjb=3.2℃/W,Rjc=0.13℃/W。
对于多尺度系统采用覆盖所有尺度的方法称为

全场模拟方法。对于大型数据中心来说,全场仿真

方法因其巨大的复杂性和计算时间耗费量大而受到

应用限制。本文对数据中心进行多尺度模拟研究,

每个层次均采用三维计算流体动力学/传热模拟,并
将本层次数值结果作为下一层次模拟的边界条件,
使每一层级计算结果耦合。单相浸没冷却数据中心

多尺度模型具体实施方法如图2所示。

图2 单相浸没液冷数据中心多尺度模型实施方法

Fig.2 Implementation methodofsingle-phaseimmersion
coolingdatacentermultiscalemodel

先由服务器详细模型得到压降阻力曲线,输入

到浸没腔体模型中;再将浸没腔体仿真得到的服务

器级计算结果作为边界条件,提取到服务器层级的

仿真中,根据服务器入口参数选择层流或者湍流模

型;最后开展服务器层级仿真,得到服务器内部温度
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和速度分布以及芯片节点温度。通过构建数据中心

浸没腔-服务器的多尺度模型,能够显著降低计算资

源,实现全场的快速求解,且可精确反应出浸没腔体

在不同运行参数下的流体分布对服务器芯片节点温

度的影响。

2 数值模型描述

2.1 假设及控制方程

采用雷诺数描述浸没冷却腔体及服务器的入口

流动状态[22],表示如下

Re=ρvD/μ (1)
式中:ρ、v、μ分别为冷却液的密度、入口速度和动力

黏度;D 为水力直径,可表示为

D =2bh/(b+h) (2)
式中:b为矩形流通面的宽度,取0.441m;h为矩形

流通面的高度,取0.042m。
在光滑管黏性流动中,临界Re约为2300[23]。

虽然将Re=2300作为层流和湍流的分界值具有一

定局限性,但对于特定的实际结构,确定层流和湍流

的转捩点需要采用直接数值模拟(DNS)方法,而对

于本文复杂的几何结构,DNS计算量非常庞大,较
难实现。针对本文算例,验证得到当Re=2300时,
采用层流模型和SST湍流模型得到的芯片节点温

度分别为83.21、84.37℃,相差不大。因此,对于工

程问题,当过渡区域层流/湍流的分界线不够明确

时,可采用SSTk-ω 湍流模型[24]平衡计算成本和精

度,其控制方程如下

∂(ρujk)
∂xj

=τij
∂ui

∂xj
-β*ρωk+ ∂

∂xj
η+ηt

σk2( )∂k∂xj[ ]
(3)

∂(ρω)
∂t +∂

(ρujω)
∂xj

=α2ω
kτij

∂ui

∂xj
-β2ρω2+

∂
∂xj

η+ηt
σω2( )∂ω∂xj[ ]+ρσω2

2
ω
∂k
∂xj

∂ω
∂xj

(4)

式中:u为速度;ρ为密度;i、j为空间坐标,取为1~
3;k为湍动能;ω为单位湍动能的耗散率;η为动力黏

度;τij 为湍流应力;β* 为湍流常数,取0.09;ηt 为湍

流动力黏度,ηt=ρk/ω;σk2为湍动能的普朗特数,取
为1.0,σω2为湍动能耗散率的普朗特数,取为1.168;
常系数α2、β2 分别取0.4404和0.0828。

2.2 边界条件

为获得多尺度模拟结果,对浸没腔体和服务器

分别进行几何建模。在浸没腔体仿真中,将服务器

详细模型计算的压降曲线作为浸没腔级多孔介质模

型的输入条件。服务器入口速度设置为0.005~

0.050m/s,以0.005m/s为间隔取10个点,其压降

随着入口速度的变化如图3所示。将得到的压降曲

线输入到浸没腔体多孔介质模型中,作为流体流过

服务器的压降曲线。

图3 单相浸没液冷服务器的压降曲线

Fig.3Pressuredropcurveofsingle-phaseimmersion
coolingserver

在液冷数据中心单相浸没腔体模型建立过程

中,设计了4种常见的流量分配方式:出入口异侧布

置、出入口同侧布置、分配腔室、分配腔室+分配歧

管,如图4所示。绿色部分为服务器,黑色部分为各

服务器间的隔板。给定液体入口速度及温度,腔体

四周为绝热壁面,出口为自由流出。服务器为多孔

介质模型,内部结构无需详细建模。根据输入流量

与阻力的关系,采用Icepak仿真软件从阻力压降曲

线拟合出多孔介质模型参数。

(a)异侧出入口

 
(b)同侧出入口

(c)分配腔室

 
(d)分配腔室+分配歧管

图4 单相浸没腔体的4种流量分配方式

Fig.4 Fourtypesofsingle-phaseimmersioncoolingtank
flowdistributionmethods

2.3 网格独立性验证

为验证单相浸没腔体的网格独立性,在入口速
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度为1.13m/s、入口温度为20℃、每个服务器功耗

为300W的工况下,通过改变网格数,得到服务器

出口处点1、点2、点3的温度及服务器平均入口速

度随网格的变化情况,如图5所示。由图可见,网格

数达到511862后,各变量不再随着网格数变化,因
此选择该网格数作为后续计算参数。

(a)温度参考点

(b)温度及入口速度随网格数的变化

图5 网格独立性验证

Fig.5Verificationofmeshindependence

2.4 模型验证

为了验证浸没腔体仿真模型的有效性,将本文

仿真结果与文献[25]的浸没式冷却实验结果、文献

[14]的仿真结果进行对比分析。文献[14]中,仿真

采用的是层流模型。本文针对不同区域,采用层流

模型或SST湍流模型,基于相同的几何尺寸、结构

及工况,通过数值仿真模拟了文献[25]的实验过程。
图6为单相浸没腔体模型验证结果,图中给出

了热源平均温度的仿真结果与实验数据的对比。由

于实验过程中不可避免的测量误差、材料物性参数

设置差别以及将模拟热源简化为具有均匀热流密度

的体热源等原因,导致本文的仿真结果与文献中的

实验结果和仿真结果出现偏差,其中不同入口速度

下的实验结果与仿真结果的最大偏差为4.3%。综

上所述,尽管模拟结果与实验结果之间存在小幅度

偏差,但仍处于可接受范围,因此认为当前模型是可

靠且准确的,后续相关研究也可基于此模型展开。

图6 单相浸没腔体模型验证结果

Fig.6Verificationofsingle-phaseimmersiontank

3 结果与讨论

3.1 流量分配方式对单相浸没腔体散热的影响

流量分配方式是影响单相浸没腔体散热性能的

重要因素,合理的流量分配能够显著提高单相浸没

冷却的散热效率。流量分配是指冷却液在浸没腔体

中的流动路径和流量大小的控制方式。在流量分配

方式中,出入口异侧或同侧布置时,腔体结构更加紧

凑,布管更方便。分配腔室的存在能够避免冷却液

在进入散热腔体时形成不均匀分布,与此同时,在进

液腔中搭配分配歧管可提高并控制冷却液进入服务

器的流速,更有利于对不同热流密度的服务器进行

有效冷却。在腔体冷却液入口流量为0.0087m3/s、
流速为1.7m/s、入口温度为20℃、单个服务器功耗

为800W时,得到4种不同腔体流量分配方式下浸

没腔体的液流组织、腔体服务器进口截面的速度及

服务器出口截面的温度分布,如图7所示。其中,腔
体服务器进、出口截面位置在图5(a)中进行了标

注,腔体液流组织在不同结构下对应的出、入口位置

见图4。
为评价冷却液流量在各服务器入、出口分布的

均匀性,分别定义15个服务器入、出口速度和出口

温度的标准差(即不均匀性系数)为σin、σout、σout,T,
表达式如下

σin = 1
N∑

N

i=1

(vi,in-�vin)2 (5)
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图7 不同流量分配方式下腔体和服务器的流动换热性能

Fig.7Flowandheattransferperformanceoftheimmersion
tanksandserversunderdifferentflowdistributionmethods

σout= 1
N∑

N

i=1

(vi,out-�vout)2 (6)

σout,T = 1
N∑

N

i=1

(Ti,out-�Tout)2 (7)

式中:N 为服务器个数;vi,in、vi,out、Ti,out 分别为第i
个服务器的平均入口速度、出口速度和出口温度;
�vin、�vout、�Tout分别为所有服务器的平均入口速度、出
口速度和出口温度。

图8给出了不同分配方式下,服务器出入口截

面的入口速度、出口温度和不均匀性系数。
由图8(a)可见,当出入口分布在腔体异侧时,

液体由腔体底部流入,经过浸没服务器内部后,再由

顶部流出。平均入口速度沿着服务器1~15呈现整

体下降趋势,第14个服务器平均入口速度下降达到

最低,为0.0567m/s,此时的入口速度不均匀性较

高,达到0.02℃左右。服务器出口位置的温度分布

也极不均匀,第6、7、8个服务器的出口温度均超过

22℃,出口处的不均匀度达到0.747℃。
由图8(b)可见,当出入口分布在腔体同侧时,

由于该分配方式的入口位置与前种分配方式一致,
入口速度分布几乎未发生变化,也具有较高的不均

匀性。由于浸没腔体的出口与入口位置在腔体同

侧,服务器出口处的温度均匀性有所提高,此时的

σout为0.473m/s。其中,第6个服务器的出口温度

最高,为21.7℃。
如图8(c)所示,对于有分配腔的分配方式,入口

速度的不均匀性大大降低,此时的σin约为0.01m/s,
相较于没有分配腔的方式,不均匀度降低了50%。
此时,各服务器平均入口速度均有所降低,最高、最
低平均速度分别为0.068、0.037m/s。由图7液流

组织可知,浸没腔体右上角处产生了热回流和滞留

区,导致该区域的服务器不能得到有效冷却,因此在

服务器出口截面右上角区域产生了局部热点区域,
此时第13、14个服务器出口处的平均温度最高达到

21.9℃。
由图8(d)可见,当采用分配腔+歧管流量分配

方式时,液体先经过入口流入分配腔中,再由入口处

的分配歧管进入到各服务器中。该分配方式下,各
服务器入口处的平均速度与有分配腔的方式相类似,
各服务器的入口速度差异较小,σin约为0.01m/s,服
务器最大平均入口速度为0.086m/s,较仅有分配

腔的方式提高了26.5%。同时,该分配方式出口温

度均匀性最高,σout约为0.19m/s,较异侧分布方式

的不均匀性降低了74.67%。

(a)异侧出入口

  
(b)同侧出入口
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(c)分配腔

  
(d)分配腔+歧管

图8 不同流量分配方式下各服务器的入口速度、出口温度和不均匀性系数

Fig.8Inletvelocity,outlettemperatureandnon-uniformitycoefficientsforeachserverunderdifferentflowdistributionmethods

  综上所述,入口服务器速度分配均匀性由好到

次排序为有分配腔结构、分配腔+歧管结构、同侧出

入口、异侧出入口。首先,对于有分配腔的结构,流
体从入口进入分配腔时,由于腔体截面积显著增大,
导致流速急剧降低,流体动能转化为压力能,降低了

入口扰动的影响。分配腔作为缓冲区域,能够平衡

入口处的局部高压和低压区域,使得腔体内的静压

分布趋于均匀。各服务器入口处的压力梯度减小,
流速分布更加均匀。对于分配腔+分配歧管结构,
分支结构导致各支路的流动阻力不一致,且对于黏

度较高的氟化液,更容易放大因黏性阻力引起的流

动不均。同侧进出口速度分配的均匀性略优于异侧

进出口,主要原因是,同侧结构的对称性较好,压力

分布均匀,湍流混合效果良好,从而提升了各服务器

出入口流速分布均匀性。
值得注意的是,虽然此时腔体入口速度下腔体

内流动为湍流流动,但对于不同的分配方式,各服务

器的入口速度不同,在异侧和同侧出入口的分配方

式下,各服务器入口速度均高于0.0547m/s,因此

对这两种方式下多尺度模型中服务器详细模型的计

算采用SST湍流模型。对于有分配腔及分配腔+分

配歧管的这两种方式,有部分服务器入口速度低于

0.0547m/s,此时对这部分服务器详细模型采用层流

模型进行计算。当腔体冷却液入口速度为1.7m/s
时,对于分配腔结构,第1~7服务器均采用层流模

型计算;对于分配腔+分配歧管结构,第1~6服务

器均采用层流模型计算。
表1将不同分配方式下最低入口速度服务器的

平均出入口速度进行了汇总。由表可知,无分配腔

的分配方式使得位于腔体靠后位置服务器的入口速

度最低,中间位置服务器的出口温度最高。分配腔

分配方式下,使位于腔体靠前位置服务器的入口速

度最低,靠后位置服务器的出口温度最高。尽管分

配腔+分配歧管的分配方式以降低入口速度的代价

换取了入口速度的均匀性,但服务器的最高平均出

口温度仍然保持最低。由此可知,分配腔体+歧管

的分配方式既具有均匀分配的特点,也不会使得服

务器所处的热环境变差。

表1 不同流量分配方式下腔体的流动与换热参数

Table1Flowandheattransferparametersoftheimmersiontankunderdifferentflowdistributionmethods

分配方式
入口速度最低的

服务器编号

最低平均入口

速度/(m·s-1)
出口温度最高的

服务器编号

最高平均

出口温度/℃
σin/(m·s-1)σout/(m·s-1)

异侧出入口 14 0.057 6 22.59 0.0202 0.747

同侧出入口 14 0.060 6 21.72 0.0193 0.452

分配腔 1 0.037 13 21.94 0.0109 0.473

分配腔+歧管 2 0.044 14 21.05 0.0125 0.192

3.2 流量分配方式对芯片节点温度的影响

根据上文分析,选择出口温度最高的服务器,研
究其内部速度和温度的分布情况。即异侧和同侧出

入口选择第6个服务器,分配腔和分配腔+歧管分

别选择第13、第14个服务器。根据浸没腔体的计

算结果,提取服务器出入口及四周壁面的温度作为
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第一类边界,提取服务器入口处的速度条件和出口

压力条件输入服务器详细模型,设置服务器内壁为

无滑移壁面边界。在浸没腔体中,单个服务器的功

耗为800W,其中单个CPU功耗为325W,PCH组

件功耗为30W,DIMMs总功耗为120W。

采用单相浸没腔体多尺度模型开展计算,得到

不同流量分配方式对服务器芯片温度的影响,如
图9所示。由图可见,服务器内部的速度分布受入口

速度分布的影响较大,尽管浸没腔体的入口速度相

同,但对于不同的流量分配方式,相同位置服务器的

入口速度分布并不相同。由此可见,为捕捉服务器

入口速度非均匀分布特性,需采用多尺度模型。

图9 不同流量分配方式下服务器的流场和温度分布

Fig.9Flowfieldandtemperaturecontourofserversunder
differentflowdistributionmethods

由图9可见,对于无分配腔(即异侧、同侧出入

口)结构,由于其均匀性较差,流体流入腔体后流动

截面突然扩大使得压力降低,容易产生流动分离和

涡流,导致服务器入口处出现回流。大部分用于冷

却发热器件的流体回流至腔体中,使得服务器内部

组件不能得到有效冷却。同时,邻近出口的右上角

区域也出现回流区,而对于异侧出入口的分配方式,
回流情况则更为严重,使得 CPU1芯片出现再加

热,导致该芯片的节点温度上升。有分配腔的流量

分配方式提高了入口速度的均匀性,避免了入口处

出现回流,使得服务器内部的流场分布更加均匀,换
热能力大大提高,芯片节点温度也更低。而对于仅

有分配腔的结构,由于没有分配歧管的引导,流体在

分配腔内的流动方向无法得到有效引导,使得几何

形状突扩的出口区域形成局部低压区,导致回流。
同时搭配有歧管的分配方式可使得右上角区的回流

区明显减弱,CPU1节点温度降低。在这两种分配

方式中,左侧入口速度均高于右侧入口速度,导致左

侧芯片CPU2的节点温度低于右侧CPU1芯片的

节点温度。
图10统计了各分配方式下芯片节点温度。由

图可见,异侧出入口、同侧出入口、分配腔、分配腔+
歧管这4种 流 量 分 配 方 式 下,各 服 务 器 CPU1、

CPU2的节点温度分别为88.21和86.92℃、85.95
和86.87℃、83.75和84.99℃、84.50和84.64℃。
相较于异侧出入口方式,分配腔+歧管的分配方式

使得芯片温度降低了3.71℃。若以芯片节点温度小

于85℃为安全工作温度,当服务器功耗为800W、浸
没腔体总功耗为12kW、腔体入口速度为1.7m/s时,
选择分配腔和分配腔+歧管的分配方式,能将芯片工

作维持在安全温度内。

图10 不同流量分配方式下CPU芯片的节点温度

Fig.10Chipnodetemperatureunderdifferentflow
distributionmethods

08



 第11期 唐于晴,等:单相浸没冷却数据中心的多尺度模型研究

 zkxb.xjtu.edu.cn 

3.3 腔体流体进口温度对芯片节点温度的影响

在单相浸没冷却中,较低的入口温度有助于更

高效散热,从而降低芯片的温度,确保系统的稳定性

和可靠性。然而,入口温度过低会引起冷却系统能

耗增加,不利于数据中心的经济运行。为了研究腔

体进口流体温度对CPU芯片的影响,同时与空气

冷却进行对比,设置服务器功耗为300W。此时,服
务器功耗降低,浸没腔体的入口速度也相应降低。

设置腔体入口速度为0.646m/s,选择分配腔+歧

管的分配方式,采用多尺度模型研究芯片节点温度

随腔体进口流体温度的变化规律。

由腔体模型求解k-ε 湍流方程,得到的各服务

器平均入口速度均低于0.0547m/s,因此在多尺度

仿真方法中,选用层流模型求解服务器内部的流动

与换热过程。腔体液体入口温度Tf,tank_in为20~45
℃时,第14号服务器芯片CPU1和CPU2的节点温

度TCPU1和TCPU2随流体入口温度的变化如图11所

示,可见其呈正比关系。

图11 不同腔体进口流体温度下芯片的节点温度

Fig.11 Chipnodetemperatureunderdifferenttank

inletliquidtemperatures

由图11可见,当进口流体温度为20℃时,此时

CPU1和CPU2节点温度均为41℃左右,远远低于

芯片安全工作温度阈值。当流体温度增加到45℃
时,芯片节点温度达到66℃。此时,由于仅改变了

腔体进口的流体温度,而温度变化不大对流体物性

的影响较小,且在浸没腔体湍流流动换热下自然对

流换热占比较少,因此服务器等效对流换热系数几

乎不会变化,腔体进口流体温度与芯片节点温度之

间满足线性拟合关系。拟合得到CPU1和 CPU2
节点温度TCPU1、TCPU2与腔体进口流体温度Tf,tank_in

之间的关系见图11,直线的决定系数R2 约为1,表
明模型能够完全拟合数据。根据计算结果,当腔体

流体的入口温度高达64℃时,芯片节点温度刚好达

到安全阈值85℃。由此可知,当单个服务器功耗为

300W、整个浸没腔体功耗为4.5kW 时,采用进口

速度为0.646m/s、温度不高于64℃的氟化液可使

芯片工作在安全温度以下。在液冷数据中心的实际

运行中,液体温度一般不会达到64℃,而根据研究

结果,当液体温度维持在35℃左右时,仍能保持低

功耗芯片的高效运行。然而,对于风冷数据中心,

CPU芯片温度远远高于液冷服务器的芯片工作温

度[26]。因此,相较于风冷数据中心,液冷数据中心

能以更低的进液速度使得芯片工作温度更低,且具

有更强换热能力。

3.4 腔体流体进口速度对芯片节点温度的影响

对于单相浸没散热,流体流速是影响冷却效果

的重要指标。流速的增加能够改善流体与浸没组件

之间的对流换热以增强散热性能,从而得到更均匀

的温度分布和冷却效果。然而,流速过高会引起系

统振动、摩擦损失增加及所需泵功增大。为了明晰

腔体流速对芯片散热的影响,采用多尺度模型研究

了分配腔+歧管分配方式下、腔体流体进口温度为

20℃时,芯片节点温度随流体进口速度的变化规

律。为使腔体中流体的流动仍为湍流流动,通过计

算雷诺数,将入口速度设为0.100~0.646m/s,上
述范围内的仿真结果表明,服务器内部的流动均为

层流,因此选取层流模型开展计算。图12展示了将

第14个服务器作为研究对象时,不同腔体进口流体

速度下芯片的节点温度。

图12 不同腔体入口速度下芯片的节点温度

Fig.12 Nodetemperatureunderdifferentinlet

liquidvelocities

如图12所示,芯片节点温度随着腔体入口速度

的升高而整体出现下降趋势。当腔体入口速度为

0.1m/s时,芯片节点温度为46℃;当腔体入口速度
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提高至0.646m/s时,芯片节点温度降低至41℃。
这是因为,流体入口速度的提高增大了液体与芯片换

热的等效对流换热系数,加快了芯片散热。由于等效

对流换热系数与腔体入口速度成非线性关系,因此当

入口速度为0.400~0.646m/s时,芯片节点温度随

着入口速度的增加,降低速度放缓。由此可知,当腔

体入口速度高于0.400m/s时,采用提高腔体入口速

度的方法,并不会使得芯片的节点温度显著降低。

4 结 论

本文建立了单相浸没液冷数据中心多尺度数值

仿真模型,研究了4种不同浸没腔体流量分配方式

对多尺度模型的影响,同时利用多尺度数值模型,研
究了不同腔体进口液体温度、流速等条件下芯片节

点温度的变化,得到以下主要结论。
(1)对比分析单相浸没冷却仿真模型与实验数

据,结果表明,仿真结果与实验结果的最大偏差为

4.3%,验证了模型的准确性和可靠性。该模型能够

有效预测浸没冷却系统中的流动与传热特性,可为

优化冷却性能提供理论依据。
(2)采用分配腔+分配歧管的分配方式,既能维

持各服务器入口温度、速度的均匀性,也能有效提高

服务器芯片级的冷却效率。根据多尺度模型仿真结

果,相较于异侧进出口,分配腔+分配歧管方式下出

口速度的不均匀性降低了74.67%,芯片节点温度

降低了3.71℃。
(3)采用多尺度模型研究了分配腔+分配歧管

方式下芯片节点温度随腔体进口流体温度和速度的

变化规律,结果表明,芯片节点温度与腔体进口流体

温度呈正比线性变化,与腔体进口流体速度成负增

长关系。在服务器单功耗为300W、流体速度为

0.646m/s时,液体温度维持在35℃,能够保证芯

片的高效运行。

参考文献:
[1] WANGSiqi,TU Rang,CHEN Xianzhong,etal.

Thermalperformanceanalysesandoptimizationofda-
tacentercentralized-coolingsystem [J].Applied
ThermalEngineering,2023,222:119817.

[2] ABBASA M,HUZAYYINAS,MOUNEERTA,

etal.Thermalmanagementandperformanceenhance-
mentofdatacentersarchitecturesusingaligned/stag-

geredin-rowcoolingarrangements[J].CaseStudies
inThermalEngineering,2021,24:100884.

[3] 左春帅,李凤勇,张学友.数据中心冷却架构对空调

制冷效果影响的研究 [J].建筑节能,2024,52(12):

101-106.

ZUOChunshuai,LIFengyong,ZHANGXueyou.In-
fluenceofdatacentercoolingarchitectureonthecool-

ingeffectofairconditioner[J].BuildingEnergyEffi-
ciency,2024,52(12):101-106.

[4] DHARANEGOWDACG,GOWDABS.Investiga-
tionofsingle-phaseimmersioncoolingformoderndata

centers[J].JournalofAdvancedResearchinFluid
MechanicsandThermalSciences,2023,111(2):141-

153.
[5] LIUWei,LIANSong,FANGXin,etal.Anopen-source

andexperimentallyguidedCFDstrategyforpredictingair
distributionindatacenterswithair-cooling[J].Building
andEnvironment,2023,242:110542.

[6] 吴丹萍.液冷技术在数据中心的应用分析 [J].中国

设备工程,2024(21):222-224.

WU Danping.Applicationanalysisofliquidcooling
technologyindatacenters[J].ChinaPlantEngineer-

ing,2024(21):222-224.
[7] 刘圣春,徐智明,李雪强,等.单相浸没式液冷箱体

关键参数的仿真研究 [J].制冷学报,2023,44(2):

159-166.

LIUShengchun,XU Zhiming,LIXueqiang,etal.
Simulationstudyonkeyparametersofsingle-phaseliq-

uid-coolingcabinetindatacenters[J].JournalofRe-
frigeration,2023,44(2):159-166.

[8] PAMBUDINA,YUSUFAM,SARIFUDINA.The
useofsingle-phaseimmersioncoolingbyusingtwotypes

ofdielectricfluidfordatacenterenergysavings[J].En-
ergyEngineering,2021,119(1):275-286.

[9] QIU Delong,CAOLiqiang,WANG Qidong,etal.
Experimentalandnumericalstudyof3Dstackeddies

underforcedaircoolingandwaterimmersioncooling[J].

MicroelectronicsReliability,2017,74:34-43.
[10]冯帅,王国岩,何嘉俊,等.浸没式交换机液冷技术

仿真与实验 [J].制冷学报,2021,42(3):135-144.
FENGShuai,WANGGuoyan,HEJiajun,etal.Ex-

perimentandnumericalsimulationofimmersionliquid-
cooledswitch[J].JournalofRefrigeration,2021,42
(3):135-144.

[11]SUNXinshan,LIUZhan,JIShenrui,etal.Experi-

mentalstudyonthermalperformanceofasingle-phase
immersioncooling unitforhigh-densitycomputing

powerdatacenter[J].InternationalJournalofHeat
andFluidFlow,2025,112:109735.

[12]CHHETRIA,KASHYAPD,MALIA,etal.Nu-
mericalsimulationofthesingle-phaseimmersioncool-

28



 第11期 唐于晴,等:单相浸没冷却数据中心的多尺度模型研究

 zkxb.xjtu.edu.cn 

ingprocessusingadielectricfluidinadataserver[J].
MaterialsToday:Proceedings,2022,51(Part3):

1532-1538.
[13]LIONELLO M,RAMPAZZO M,BEGHIA,etal.

Graph-basedmodellingandsimulationofliquidimmer-
sioncoolingsystems[J].Energy,2020,207:118238.

[14]HUANGYongping,GEJunlei,CHENYongping,et
al.Naturalandforcedconvectionheattransfercharac-
teristicsofsingle-phaseimmersioncoolingsystemsfor
datacenters[J].InternationalJournalofHeatand
MassTransfer,2023,207:124023.

[15]KUNCOROIW,PAMBUDIN A,BIDDINIKA M
K,etal.Optimizationofimmersioncoolingperform-
anceusingtheTaguchimethod[J].CaseStudiesin
ThermalEngineering,2020,21:100729.

[16]CHENGCC,CHANGPochun,LIHC,etal.Designof
asingle-phaseimmersioncoolingsystemthroughexperi-
mentalandnumericalanalysis[J].InternationalJournalof
HeatandMassTransfer,2020,160:120203.

[17]QIWenliang,LIUTingting,ZHANGZichun,etal.
Effectofdirectliquidcoolingtechnologywithflow

guideintegrationonavionicsdevicesthermalandelec-
tricalperformance[J].JournalofThermalScienceand
EngineeringApplications,2023,15(2):021004.

[18]LIUShengchun,XUZhiming,WANGZhiming,et
al.Optimizationandcomprehensiveevaluationofliq-
uidcoolingtankforsingle-phaseimmersioncooling
datacenter[J].AppliedThermalEngineering,2024,

245:122864.
[19]LIXueqiang,GUOShentong,SUN Haiwang,etal.

Experimentalstudyoftheperformanceofliquidcool-
ingtankusedforsingle-phaseimmersioncoolingdata

center[J].CaseStudiesin ThermalEngineering,

2024,63:105386.
[20]WANGNingbo,GUOYanhua,HUANGCongqi,et

al.Multi-scalecollaborativemodelinganddeeplearn-
ing-basedthermalpredictionforair-cooleddatacenters:

aninnovativeinsightforthermalmanagement[J].Ap-

pliedEnergy,2025,377(PartB):124568.
[21]申海东,张泽,陈科雯,等.基于双热阻模型的典型

芯片封装热分析及评估方法 [J].装 备 环 境 工 程,

2018,15(7):10-14.
SHENHaidong,ZHANGZe,CHENKewen,etal.
Thermalanalysisandevaluationmethodoftypicalchip
packagebasedondoublethermalresistancemodel[J].
EquipmentEnvironmentalEngineering,2018,15(7):

10-14.
[22]王永康,张洁,张宇,等.ANSYSIcepak电子散热基

础教程 [M].2版.北京:电子工业出版社,2019.
[23]陶文铨.传热学 [M].5版.北京:高等教育出版社,

2019.
[24]MENTERFR.Two-equationeddy-viscosityturbu-

lencemodelsforengineeringapplications[J].AIAA
Journal,1994,32(8):1598-1605.

[25]LUOQingyi,WANGChanghong,WEN Haiping,et
al.Researchandoptimizationofthermophysicalprop-
ertiesofsicoil-basednanofluidsfordatacenterimmer-
sioncooling [J].InternationalCommunicationsin
HeatandMassTransfer,2022,131:105863.

[26]GAWANDECA,NAKATE S M,CHAVAN P.
TemperatureanalysisofintelserverbyusingCFDand
experimentation[J].InternationalResearchJournalof
EngineeringandTechnology,2016,3(6):2473-2478.

(编辑 杜秀杰 李慧敏)

38


