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A B S T R A C T

The performance of phase change materials (PCM) in the latent heat thermal storage system can be improved by
doping highly conductive additives to enhance the thermal conduction. In this work, a pore-scale enthalpy-based
lattice Boltzmann model is developed to investigate the melting performance of the PCM doped with porous
media. The general conjugate boundaries between the doped additives and PCM are properly handled to ensure
the continuity of heat flux even when interfacial thermal resistance or local thermal non-equilibrium state
cannot be neglected. After code validations, the effects of doping additives on the melting rate of PCM are
systematically investigated. The results show that although doping high thermal conductivity additives can
enhance the heat conduction, it also significantly reduces the intensity of natural convection. Whether doping
additives enhance the melting rate of PCM or not depends on the Rayleigh number and doping content. The
melting rate of PCM can be optimized by a proper configuration of doping particles, with a high (low) doping
content at the bottom (upper) parts of domain. Furthermore, the interfacial thermal resistance can significantly
reduce the melting rate when the ratio of interfacial thermal resistance to bulk conductance resistance is larger
than 0.01.

1. Introduction

The development of renewable energy, such as the solar energy, is
of great significance due to the increasing severe energy crisis and
environmental issues. In solar thermal systems, the energy storage
technologies play a critical role in addressing the intermittent and un-
stable issues of solar energy. Among them, latent heat thermal energy
storage (LHTES) is one of the most efficient techniques to store thermal
energy because it has a large heat storage capacity and can be operated
at a nearly constant working temperature [1,2].

The thermal performance of the LHTES depends on the thermal
properties of the phase change material (PCM). Unfortunately, the
thermal conductivity of most PCMs is rather low, which limits the en-
ergy storage efficiency. To improve the performance of the LHTES,
much efforts have been made in the past decades. Generally, enhancing
the effective thermal conductivity of PCMs is always a direct and effi-
cient approach to improve melting rates by doping high thermal con-
ductivity materials, such as the nanoparticles, metal foams, expanded
graphite, and so on [3–5].

Due to the existence of heat-conduction enhanced particles or metal
foams, the behaviors of heat transfer and natural convection inside the

PCMs are greatly affected when the solid-liquid phase change process
occurs. To obtain the understandings of how the additives affects the
thermal performance of the PCM, many experimental [6–8] and nu-
merical studies [9–11] have been conducted in the past decades. For the
existing numerical models, there exist two kinds of approaches at dif-
ferent scales: representative elementary volume (REV) models and the
pore-scale models. In the REV model, several empirical correlations
should be employed to determine the macroscopic quantities (such as
permeability, effective thermal conductivity) of the entire domain to
close the models. Thus, the accuracy of the REV model depends on the
choice of empirical correlations, and it cannot capture the detailed local
information of dynamic flow and heat transfer inside pores [4,12–14].
In contrast, the pore-scale model can take the realistic porous structure
as a geometry input, which enables it to consider the effect of realistic
porous structure (or particle configuration) and provides a great pro-
mise in illuminating the underlying physical insights of phase change
occurring within the complex porous microstructure.

Several studies have been performed to investigate the solid-liquid
phase change process of the PCMs at the pore scale. Chen et al. [15]
carried out a pore-scale study on the melting performance of PCMs
embedded in metal foams and showed a significant enhancement effect
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on the melting. Feng et al. [16] compared the pore-scale and REV-scale
simulation results of melting phase change process in a finned metal
foam, and demonstrated that they are in good agreement. Ren et al.
[17] performed a comparative pore-scale study to illustrate the effec-
tiveness of improving the melting performance of PCMs doped with
nanoparticles and metal foams. Li et al. [18] investigated the gravity
effects on the pore-scale phase change process of PCMs filled with the
metal foam. In the previous pore-scale models, no interfacial thermal
resistance between the additives and PCMs is considered and heat
transfer is assumed at the thermal equilibrium state, which corresponds
to the one-temperature model (local thermal equilibrium) in the mac-
roscopic model [13]. If the interfacial thermal resistance between the
additives and PCMs is non-negligible or the local thermal equilibrium is
not assured at the interface due to the markedly different diffusivity of
additives and PCMs, a proper additional boundary treatment should be
applied for the pore-scale model, which is corresponding to the two-
temperature model (local thermal non-equilibrium) in the macroscopic
model [4,19]. However, to the best of our knowledge, there are no
pore-scale studies which can consider effects of the interfacial thermal
resistance between the additives and PCMs or local thermal non-equi-
librium situation. In this work, we aim to develop a pore-scale model
which can handle such issues.

The lattice Boltzmann method (LBM) has been developed as an ef-
ficient numerical method to simulate complex fluid dynamics and heat
transfer problems, including multiphase flow, reactive transports, phase
change problems and fluid-structure interactions, and so on [20–22].
Recently, the LBM has also been developed to solve the solid-liquid
phase change problems. The approaches to solve the solid-liquid phase
change problems can be divided into two categories: phase-filed
method [23] and enthalpy-based method [24–26]. In the enthalpy-
based method, the liquid fraction of the PCM at each node is de-
termined by the local value of enthalpy, which is used to capture the
solid-liquid interfaces. The enthalpy-based LB model was first proposed
by Jiang et al. [25] to solve the conduction-dominated solid-liquid
phase change problem, in which an iterative solution is adopted to deal
with the non-linear source term. Subsequently, Huber et al. [27] ex-
tended Jiang's model to be applicable for the solid-liquid phase change
problem induced by the natural convection. To avoid the iterative so-
lutions in solving the non-linear source term in the energy governing
equation, Eshraghi and Felicelli [28] proposed an implicit scheme while
Huang et al. [29] developed a thermal LB model based on a new
equilibrium temperature distribution function. The LBM is particularly
successful in handling complex boundary conditions owing to its kinetic
nature. In the pore-scale LB modeling, the interaction at the fluid-solid
interface can be easily dealt with by the bounce-back scheme. However,
heat transfer through heterogeneous porous media should be con-
sidered as a conjugate heat transfer process, in which a proper treat-
ment at the fluid-solid interface should be implemented to ensure the
continuity of heat flux. The pioneer work to deal with the conjugate
heat or mass transfer in LB models were limited to the steady state [30].
Due to the efforts of many researchers, several LB models were devel-
oped to be suitable for the transient situations [31–34].

In this paper, a pore-scale LB model is developed to investigate the
transient solid-liquid phase change process of the PCM doped with the
heat-conduction enhanced additives, which overcomes the previous
pore-scale LB models that cannot consider effects of interfacial thermal
resistance between the particle and PCM or local thermal non-equili-
brium situation. The present pore-scale model can describe the inter-
actions between the particles and PCM and elaborate how the particle
configurations affect the melting performance of PCMs. In addition, an
optimal particle configuration is proposed to enhance the melting rate.
In this work, effects of the Rayleigh number, particle doping content,
particle configurations, thermal conductivity of the particles, and in-
terfacial thermal resistance on the melting performance of the PCM are
systematically investigated.

2. Numerical simulation

2.1. LBM for fluid flow

In this study, a D2Q9 single-relation-time LB model is adopted to
solve the natural convection induced by temperature gradient. The
evolution equation of the density distribution function considering the
buoyancy force can be expressed as follows [35,36]:
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where fi is the distribution function along the i direction at the lattice
site x and time t;feq is the equilibrium distribution function
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whereωi is the weight parameter, and ω0= 4/9,ω1~4= 1/9, ω5~8 = 1/
36 for D2Q9 model; and ci is the discrete velocity, which is defined as:
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where c = Δx/Δt, whereΔxis the space step and Δt is the time step.
The body force term Fiin Eq. (1) is developed by Guo et al. [37]:
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where f is the buoyancy force, and can be calculated based on Boussi-
nesq assumption:

= −ρ β T Tf g ( )ref (5)

where g is the gravity acceleration; β is the expansion coefficient of
fluids; and Tref is the reference temperature.

The relation between the relaxation time coefficient (τf) and kine-
matic viscosity (ν) yields

= −ν τ Δx
Δt

1
3

( 0.5)f
2

(6)

The macroscopic density and velocity can be obtained by
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2.2. LBM for heat transfer

For the heat transfer in the fluid and solid domains, the evolution
equation of temperature distribution function can be expressed as
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where gi is the temperature distribution function, and gieq is the corre-
sponding equilibrium temperature distribution
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where ωi is the weight parameter, defined as
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In this work, ω0=1/3. The relation between the temperature re-
laxation time coefficient and thermal diffusivity is
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The local temperature can be calculated by
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i

i
(13)

2.3. LBM for solid-liquid phase change problem

For heat transfer equation concerning solid-liquid phase change
problem, the source term in Eq. (9) is

= −
∂
∂

S
φ
t

L
c

l f

p (14)

where φl is the volume fraction of liquid phase; and Lf is the latent heat
of phase change materials. In this study, an explicit iterative solution is
adopted to deal with the nonlinear source term [25,27].
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where the superscript k represents the kth iteration at each time step.
An enthalpy-based method is adopted to track the solid-liquid phase

change interface in this study. The local enthalpy can be determined by
the local temperature and liquid fraction
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where Enk and Tk are the enthalpy and temperature, respectively. The
volume fraction of the liquid can be updated by
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where Ens and Enl are enthalpies of the solid and liquid state of the
phase change material at the melting temperature, respectively; and Tm
is the melting temperature.

2.4. Treatment of conjugate conditions

Through the Chapman-Enskog expansion, the temperature evolu-
tion equation of Eq. (9) is retrieved to the following macroscopic gov-
erning eq. [32]

∂
∂
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t

T a T Su( ) ( ) (18)

Thus, the conservative flux at the interface is a∇T rather than heat
flux λ∇T. If the volumetric specific heat ρcp is varying in the compu-
tational domain, an additional treatment should be applied to deal such
conjugate boundary conditions.

Considering a conjugate heat transfer process in a heterogeneous
medium, the general boundary conditions at the conjugate interfaces
can be expressed as [34,38]:
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where subscripts A and B represent component A and component B,
respectively. If coefficients in Eq. (19) are specified, then one can re-
cover a specific interfacial boundary condition. Particularly, with
α11A =α11B= 1, α12A =α12B= 0, c1 = 0 and α21A=α21B= 0,

α22A = −λA, α22B=λB, c2 = 0, one has
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which can ensure continuities of temperature and heat flux at inter-
faces.

If the interfacial thermal resistance cannot be neglected, the fol-
lowing boundary conditions should be applied
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where Ri denotes interfacial thermal resistance.
The conjugate boundary conditions of Eq. (19.a) and Eq. (19.b) can

be decomposed into two Robin boundaries, respectively. Thus, we first
introduce the treatment of Robin equation in LB community. The
general Robin boundary condition can be expressed as

+ ∂
∂

=
n
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If the interface is put at the middle of two nodes, the unknown
temperature distribution functions at the interfaces can be determined
by [34,38]:
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where g represents the post-collision distribution function; the sub-
script idenotes the direction opposite to i direction; p and q have the
following expression:
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With the help of Eq. (24), one can derive the unknown temperature
distribution functions for the conjugate heat transfer conditions ex-
pressed in Eq. (19.a) and Eq. (19.b):
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2.5. Computational domain and boundary condition

The PCMs are filled with porous media, such as the metal foams and
heat-conduction enhanced particles, to enhance their effective thermal
conductivity. Since our simulations are on the basis of two-dimensional
results, the network of the metal foam cannot be fully resolved. Thus,
the porous media is assumed to be composed of randomly dispersive
particles and pores, as shown in Fig. 1. The effective particle diameter is
set to be 0.6 mm, which mimics the effective diameter of skeleton of
metal foam or submillimeter doping particles. In simulations, the
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computational domain is 15 mm × 15 mm discretized by a 300 × 300
grid system. Initially, the PCM is assumed to be solid state and at the
melting temperature Tm. A higher temperature is applied at the left side
to heat the entire system and the right side is maintained to the melting
temperature, while the top and bottom boundaries are set to be adia-
batic. All these four boundaries are set to be the no-slip condition for
the flow boundaries. As for the solid-liquid interfaces, no-slip condi-
tions are assigned for the flow boundaries while conjugate boundaries
are applied for the heat transfer boundaries. The detailed treatments of
conjugate boundaries are introduced in Section 2.4. Although this work
is limited to the two-dimensional domain doped with dispersed parti-
cles, its applications in three-dimensional cases or PCM filled in porous
metal foams are straightforward.

2.6. Thermal physical property

In this work, the studied PCM is a binary molten salt Li2CO3-K2CO3

with a mole ratio 62:38, and its thermal physical properties are list in
Table 1. To improve the heat transfer performance, high thermal con-
ductivity additives (such as copper) are doped into the PCMs. The
density of the cooper is 8954 kg/m3; the specific capacity is 383 J/
(kg·K) and thermal conductivity is 400 W/(m·K). To investigate effects
of thermal conductivity of doped additives on the thermal performance
of the PCM, the thermal conductivities of the particles are varied from
0.6 W/(m·K) to 400 W/(m·K) in this study.

3. Validations

3.1. Conjugate boundary condition

Consider a one-dimensional heat transfer process in a dual-compo-
nent medium. The numerical results of the heat transfer process in a
dual-component medium with the interfacial thermal contact resistance
are shown in Fig. 2. In this case, thermal conductivities are all 1 W/

(m·K) and layer thicknesses are all 0.5 m for two components, resulting
in a total bulk thermal resistance of 1 m2·K/W. At the steady state, the
theoretical result of temperature drop at the interface can be obtained
by

−
=

+
ΔT

T T
R

R R( )
i

iup down bulk (29)

The above conjugate boundary is implemented with the method
introduced in Section 2.4. The numerical results of temperature drop at
the interface of Ri / Rbulk = 0.1, Ri / Rbulk = 1 and Ri / Rbulk = 10 are
0.0909, 0.5 and 0.909, respectively, which are identical to the theore-
tical results.

3.2. LBM for solid-liquid phase change

In this section, the conduction melting process of the PCM in a semi-
infinite domain is considered. Initially, the PCM is at the solid state and
melting temperature Tm = 0. Then, the left boundary is subjected to a
higher temperature Th = 1. The temperature response in the fluid do-
main can be calculated by [27]:

= − − ≤ ≤T x t T T T x at
γ

x x( , ) ( ) erf( /2 )
erf( )

, 0h h m m
(30)

where a is the thermal diffusivity; xm is the position of melting front
(solid-liquid interface), which is determined by

=x t γ at( ) 2m (31)

where γ is the solution to the transcendental equation
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The numerical results of the position of melting front and the
temperature field obtained by the present method are shown in Fig. 3,
which agree well with theoretical results.

4. Results and discussion

4.1. Solid-liquid phase change in a square cavity without particles

In this section, the melting rate of the PCM in a square cavity
without any doped particles at different Rayleigh numbers are first

Fig. 1. Computational domain and boundary conditions (porosity: 0.9).

Table 1
The thermal properties of the PCM [17].

Physical property Li2CO3 -K2CO3, mole ratio:62:38

Density ρ (kg·m-3) 1990
Specific capacity Cp (J·kg-1·K-1) 1600
Thermal conductivity λf (W·m-1·K-1) 0.6
Latent heat Lf (kJ·kg-1) 342
Melting temperature Tm (K) 759
Viscosity μ (kg·m-1·s-1) 0.0055

Fig. 2. Conduction in a dual-component medium with the interfacial thermal
contact resistance.
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studied. The dependences of the melting rate on the dimensionless time
St · Fo are shown in Fig. 4. The dimensionless numbers Ra, Fo are de-
fined as follows:

=Ra
gβΔTH

aν

3

(34)

=Fo at
H 2 (35)

where β is the expansion coefficient; a is the thermal diffusivity; H is the
height of the square cavity. It can be seen that the melting rate of PCMs
can be significantly enhanced due to the natural convection. Besides,
the melting rate increases with the Ra number. At the beginning of the
phase change process, the melting process is conduction-dominated,
which results in a consistent melting rate among different Ra numbers.
As the melting process continues, the fraction of liquid phase in the
domain increases, and the effects of natural convection start to play an
dominate role, which results in the deviations of the melting rate
among different Ra numbers at later periods. At the time moment of
t = 106 Δt, comparisons of the solid-liquid interface and temperature
distribution among different Ra numbers are shown in Fig. 5. It can be
seen that due to the natural convection induced by the temperature
difference, a clockwise vortex will appear in the fluid domain, which
will significantly enhanced heat transfer rate and melting rate of the

PCM. The melting rate of the PCM at the top side is superior to that at
the bottom because the direction of the vortex is clockwise. Therefore,
the PCM at the bottom right corner of the entire system is the last region
to be melted, causing the melting rate of the PCM slow down when the
melting fraction is approaching 1. Such phenomenon is more obvious at
a large Ra number (see Fig. 4).

4.2. Effect of the doping particle contents

In this section, the effects of the particle doping contents on the
melting rate of PCMs are investigated. The comparisons of melting rate
of PCMs with and without particles are shown in Fig. 6. The doping
volume fraction of the particle is 5% (ϕ = 5%). It can be seen that the
doping particle can improve the heat conduction process due to its
higher thermal conductivity, and therefore the melting rate of PCMs
doped with particles is superior to that without particles when the
melting process is induced by pure conduction. However, the melting
rate of PCMs doped with particle is slower than that without particles
when Ra = 106. At the time moment of t= 106 Δt, the detailed melting
information of the solid-liquid interface and temperature distribution at
different Ra numbers are shown in Fig. 7. Compared with the melting
information shown in Fig. 5, it can be seen that the doping particles can
speed up the heat conduction while significantly suppress the natural
convection. Therefore, in a conduction-dominated melting process, the
doped particles will increase the melting rate, while may suppress the
melting rate in a convection-dominated melting process. When
Ra= 106, the melting process is convection-dominated, resulting in the
melting rate of the PCM doped with particles smaller than that of the
PCM without particles.

Fig. 8 shows the comparisons of melting rates of PCMs among dif-
ferent doping particle contents and Ra numbers. It can be seen that the
melting rate of PCMs induced by the pure conduction increases when
the doping particle contents increase. The deviations of melting rate of
PCMs between pure conduction (Ra = 0), Ra = 104, Ra = 105 and
Ra = 106 decrease when the doping particle content increases. This is
because the natural convection is highly suppressed at a higher doping
particle content. When the particle content is higher than 5%, the
melting rate of PCMs at Ra=104 almost have no difference with that at
pure conduction, which imply that the melting process of Ra = 104 is
conduction dominated when ϕ ≥5%.

4.3. Effect of particle configurations

In this section, the effects of particle configurations on the melting
rate are investigated. At the moment of t = 106Δt, the comparisons of

Fig. 3. Conduction melting in a semi-infinite domain (a) melting front position (b) temperature field.

Fig. 4. The melting rates of PCMs at different Rayleigh number in a cavity
without particles.
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solid-liquid interfaces and temperature field at different particle con-
figurations are shown in Fig. 9. In this work, two kinds of particle
configurations are designed and the particle doping contents are all
10%. The particles in pattern 1 are randomly distributed in the entire
domain, while those in pattern 2 are hierarchical, with particle doping
content equal to 0, 10%, 20% at the top, middle and bottom parts of
domain, respectively. As discussed in Section 4.1, the vortex generated
by the natural convection is clockwise, resulting in a negative flow
velocity at the bottom of domain (opposite to the marching direction of
solid-liquid interface). Therefore, the solid-liquid interface at the
bottom part tends to recede back compared with the pure conduction
situation. To reduce the absolute value of negative velocity and en-
hance the heat conduction at the bottom part, more particles are

introduced at the bottom part while fewer particles are placed at the top
part to enhance the natural convection. Fig. 10 shows the comparisons
of the melting rate of PCMs among different particle configurations. It
can be seen that the melting rate of PCMs induced by pure conduction
between two configurations are almost identical since particle doping
contents are the same. However, at Ra = 105, the melting rate of PCMs
in the particle configuration with particle denser at the bottom and
sparser at the top (pattern 2) is superior to that of the particle randomly
distributed configuration (pattern 1). For the particle configuration in
pattern 2, the natural convection is expected to be enhanced at the top
part while the heat conduction is improved at the bottom part. Note
that the waved temperature distribution as well as the solid-liquid in-
terface are due to the existence of the heat-conduction enhanced par-
ticle.

4.4. Effects of the thermal conductivity of doping additives

Usually, porous media are imbedded into PCM to improve the
thermal performance of PCM. Engineering materials including copper
and aluminum oxide (Al2O3) are candidates as the porous media. In this
section, effects of the thermal conductivity of doping additives on the
melting rate of PCMs are investigated. The studied doping content is
10% and Ra = 104. The thermal conductivity of the PCM is 0.6 W/
(m·K), while the thermal conductivity of doping additives ranges from
0.6 W/(m·K) (the same as the PCM), 27 W/(m·K) (Al2O3) [11] and
400 W/(m·K) (cooper). The effects of the thermal conductivity of
doping additives on the melting rate of PCMs are shown in Fig. 11 (a).
As expected, the melting rate of PCMs increases when the thermal
conductivity of doping additives increases. In addition, the comparisons
of temperature distributions along the central line of the domain are
shown in Fig. 11 (b). It can be seen that the temperature drop across the
highly conductive additives (cooper) is much smaller than that with
thermal conductivity equal to PCM, which speeds up the melting pro-
cess. However, when the ratio of λs / λp (where λs and λp are the

Fig. 5. Comparisons of solid-liquid interface and temperature distribution in a square cavity (without particles) among different Ra numbers (a) solid-liquid interface
(b) temperature distribution.

Fig. 6. Comparisons of melting rate of PCMs with and without particles (the
doping particle content is ϕ = 5%).
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thermal conductivity of the additive and PCM, respectively) is over 45,
it is not efficient to enhance the melting rate by further increasing the
thermal conductivity of additives. It is because the heat-conduction
enhanced particles are dispersed in the PCM and do not form a con-
tinuous heat conduction channel due to the low doping content. This is
the reason why the metal foam is the favor one to enhance the melting
rate. The effective thermal conductivity of the PCM doped with dis-
persive additives can be approximated determined by the Maxwell's
law:

= +
−

+ − −
λ
λ

α ϕ
α α ϕ

1
3( 1)

( 2) ( 1)
e

p (36)

where ϕ is the volume fraction of doping additives; α = λs / λp is the
ratio of thermal conductivity between doping additives and the PCM.
When the value of α goes to the infinity, λe/λp approaches a limit value
1 + 3ϕ / (1-ϕ).

4.5. Effects of interfacial thermal resistance

Due to the markedly different diffusivity of additives and PCMs,

local thermal equilibrium is not assured at the interface. If the heat
transfer is local thermal non-equilibrium or there exists interfacial
thermal contact resistance between the PCM and doping additives, the
temperature difference between the PCM and additives should be
considered [39,40]. In this section, the effects of the interfacial thermal
resistance on the melting rate of the PCMs are investigated. In nature,
the value of interfacial thermal resistance depends on the contact ma-
terials, contact pressure and temperature. However, the most typical
value of thermal contact resistance is in the order of 10-4 m2·K/W [41],
and thus the normalized interfacial thermal resistances Ri /Rbulk is in
the order of 0.01, where Rbulk = H / λp is the thermal conduction re-
sistance when the entire system is filled with the PCM. Due to the lack
of exact interfacial thermal resistance in literature, we varied interfacial
thermal resistances Ri/Rbulk in this study, ranging from 0, 0.001, 0.01 to
0.1. The comparisons of the temperature distribution among different
interfacial thermal resistance are shown in Fig. 12. The particle doping
content is 10% and Ra = 104. Compared with the case without inter-
facial thermal resistance, the thermal propagation is slighted postponed
for Ri / Rbulk = 0.001, while significant for the cases of Ri /
Rbulk = 0.01 and Ri / Rbulk = 0.1. The comparisons of the melting rate

Fig. 7. Comparisons of detailed melting processes among different Ra numbers (ϕ = 5%) (a) solid-liquid interface (b) temperature distribution.

Fig. 8. Comparisons of melting rate among different doping contents (a) ϕ = 2% (b) ϕ = 5% (c) ϕ = 10%.
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of PCMs and temperature distribution along the central line are shown
in Fig. 13. It can be seen that the temperature drop at the interface
increases with the value of Ri / Rbulk, which is significant for Ri /
Rbulk = 0.1 while negligible for Ri / Rbulk = 0.001.

5. Conclusion

In this work, a pore-scale enthalpy-based lattice Boltzmann model is
developed to investigate the solid-liquid phase change process of phase
change materials doped with the conduction-enhanced particles. The
interfacial conjugate heat transfer boundaries at the particle-fluid

interfaces are properly dealt to ensure the continuity of the heat flux.
The present model can consider the effects of interfacial thermal re-
sistance between the doped particles and phase change materials or
local thermal non-equilibrium condition on the melting process of the
phase change materials. The effects of the doping content of particles,
particle configuration, thermal conductivity of doping particles and
interfacial thermal resistance on the melting rate of the phase change
materials are systematically studied. The following conclusions can be
drawn:

(1) The melting rate of the phase change materials significantly in-
creases with the Rayleigh number if the entire domain is free of
doping particles; the doping particles with the high thermal con-
ductivity can enhance the heat conduction while significantly re-
duce the intensity of natural convection; Whether the doping par-
ticles enhance the melting rate of phase change materials or not
depends on the Rayleigh number; With the increase of particle
doping content, the natural convection is further suppressed, and
when the volume fraction of doping particles is over 5%, the
melting rate of Ra = 104 almost equals to that of the pure con-
duction;

(2) When the system is heated from the left side of the domain, the
melting rate of the phase change material can be enhanced by in-
creasing the particle doping content at the bottom part of domain
and meanwhile reducing the particle doping content at the top part
when the total doping content of practices are maintained;

(3) Increasing the thermal conductivity of doping particles can enhance
the melting rate of the phase change materials, but the increase
effect is no significant when the doping particles are dispersive in
the domain. The melting rate of the phase change material increases
with the decrease of interfacial thermal resistance. If Ri /
Rbulk ≤ 0.001, the interfacial thermal resistance almost has no in-
fluence on the melting rate, while it significantly reduces the
melting rate and there are obvious temperature drops exist at the

Fig. 9. Comparisons of melting information among different particle configurations (a) solid-liquid interface (b) temperature distribution (pattern 1: particle random
distributed; pattern 2: dense particle at the bottom and sparse at the top).

Fig. 10. Comparisons of melting rate of PCMs among different particle doping
configuration (random represents particles are randomly distributed; non-uni-
form represents particles are in configuration with dense at the bottom and
sparse at the top).
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interfaces when Ri / Rbulk = 0.01 and Ri / Rbulk = 0.1.
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